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Alice reconstructs $3ab + dc$, using smallness of $a, b, d, c$.

Alice computes $dc$, deduces $c$, deduces $b$. 

“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$ for small random $a, d$ (with suitable invertibility): i.e., $dA - 3a \mod q = 0$.

Alice receives $C = Ab + c \mod q$.

Alice computes $dc \mod q$, i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$, using smallness of $a, b, d, c$.

Alice computes $dc$, deduces $c$, deduces $b$.
Define $q = 2048$.

Alice's public key: $A \in R$ with
coefficients in $\{0, 1, \ldots, q - 1\}$.

This is $503 \cdot 11 = 5533$ bits.

Bob generates random $b, c \in R$
with small coefficients:
all coefficients:
coefficients in $\{-1, 0, 1\}$.

Bob computes $Ab + c \mod q$:
multiply $A$ by $b$ in $R$; add $c$;
reduce each coefficient modulo $q$
to the range $\{0, 1, \ldots, q - 1\}$.

Bob sends $Ab + c \mod q$.
This is also 5533 bits.

"Quotient NTRU" (new name),
used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$
for small random $a, d$
(with suitable invertibility):
i.e., $dA - 3a \mod q = 0$.

Alice receives $C = Ab + c \mod q$.
Alice computes $dC \mod q$,
i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$,
using smallness of $a, b, d, c$.
Alice computes $dc$,
deduces $c$, deduces $b$.

"Product NTRU" (new name),
2010 Lyubashevsky–Peikert–Regev:
Everyone knows random $G \in R$.

Alice generated $A = aG + d \mod q$
for small random $a, d$.


Define $q = 2048$.

Alice’s public key: $A \in R$ with coefficients in $\{0, 1, \ldots, q - 1\}$. This is $503 \cdot 11 = 5533$ bits.

Bob generates random $b, c \in R$ with small coefficients:
e.g., all coefficients in $\{-1, 0, 1\}$.

Bob computes $A b + c \mod q$:
multiply $A$ by $b$ in $R$; add $c$; reduce each coefficient modulo $q$ to the range $\{0, 1, \ldots, q - 1\}$.

Bob sends $A b + c \mod q$. This is also 5533 bits.

“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$ for small random $a, d$ (with suitable invertibility):
i.e., $dA - 3a \mod q = 0$.

Alice receives $C = A b + c \mod q$.

Alice computes $dC \mod q$,
i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$,
using smallness of $a, b, d, c$.

Alice computes $dc$,
deduces $c$, deduces $b$.

“Product NTRU” (new name), 2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in R$.
Alice generated $A = aG + d \mod q$ for small random $a, d$. 

Define $q = 2048$.

Alice's public key: $A \in \mathbb{R}$ with coefficients in $\{0; 1; \ldots; q - 1\}$. This is $503 \cdot 11 = 5533$ bits.

Bob generates random $b; c \in \mathbb{R}$ with small coefficients:

- e.g., all coefficients in $\{-1; 0; 1; \ldots\}$.

Bob computes $A b + c \mod q$:

- multiply $A$ by $b$ in $\mathbb{R}$;
- add $c$;
- reduce each coefficient modulo $q$ to the range $\{0; 1; \ldots; q - 1\}$.

Bob sends $A b + c \mod q$.

This is also 5533 bits.

“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3 a/d$ in $R/q$ for small random $a, d$

(with suitable invertibility):

- i.e., $d A - 3 a \mod q = 0$.

Alice receives $C = A b + c \mod q$.

Alice computes $d C \mod q$,

- i.e., $3 a b + d c \mod q$.

Alice reconstructs $3 a b + d c$,

using smallness of $a, b, d, c$.

Alice computes $d c$,

- deduces $c$, deduces $b$.

“Product NTRU” (new name), 2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in \mathbb{R}$.

Alice generated $A = a G + d \mod q$ for small random $a, d$. 

Alice computes $d C \mod q$,

- i.e., $3 a b + d c \mod q$.

Alice reconstructs $3 a b + d c$,

using smallness of $a, b, d, c$.

Alice computes $d c$,

- deduces $c$, deduces $b$. 

“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$ for small random $a, d$
(with suitable invertibility):
i.e., $dA - 3a \mod q = 0$.

Alice receives $C = Ab + c \mod q$.
Alice computes $dC \mod q$,
i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$,
using smallness of $a, b, d, c$.
Alice computes $dc$,
deduces $c$, deduces $b$.

“Product NTRU” (new name),
2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in R$.
Alice generated $A = aG + d \mod q$ for small random $a, d$.
“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$ for small random $a, d$
(with suitable invertibility):

i.e., $dA - 3a \mod q = 0$.

Alice receives $C = Ab + c \mod q$.

Alice computes $dC \mod q$,

i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$,
using smallness of $a, b, d, c$.

Alice computes $dc$,

deduces $c$, deduces $b$.

“Product NTRU” (new name),  
2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in R$.

Alice generated $A = aG + d \mod q$ for small random $a, d$.

Bob sends $B = Gb + e \mod q$ and $C = m + Ab + c \mod q$ where $b, c, e$ are small and each coefficient of $m$ is 0 or $q/2$. 
“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$ for small random $a, d$
(with suitable invertibility):
i.e., $dA - 3a \mod q = 0$.

Alice receives $C = Ab + c \mod q$.
Alice computes $dC \mod q$,
i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$,
using smallness of $a, b, d, c$.
Alice computes $dc$,
deduces $c$, deduces $b$.

“Product NTRU” (new name), 2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in R$.
Alice generated $A = aG + d \mod q$
for small random $a, d$.

Bob sends $B = Gb + e \mod q$
and $C = m + Ab + c \mod q$
where $b, c, e$ are small and each
coefficient of $m$ is 0 or $q/2$.

Alice computes $C - aB \mod q$,
i.e., $m + db + c - ae \mod q$.

Alice reconstructs $m$,
using smallness of $d, b, c, a, e$. 
“Quotient NTRU” (new name),
used in original NTRU design:
Alice generated \( A = 3a/d \) in \( R/q \)
for small random \( a, d \)
(suitable invertibility):
\[ dA - 3a \mod q = 0. \]
Alice receives \( C = Ab + c \mod q \).
Alice computes \( dC \mod q \),
\[ 3ab + dc \mod q. \]
Alice reconstructs \( 3ab + dc \),
using smallness of \( a, b, d, c \).
Alice computes \( dc \),
deduces \( c \), deduces \( b \).

“Product NTRU” (new name),
2010 Lyubashevsky–Peikert–Regev:
Everyone knows random \( G \in R \).
Alice generated \( A = aG + d \mod q \)
for small random \( a, d \).
Bob sends \( B = Gb + e \mod q \)
and \( C = m + Ab + c \mod q \)
where \( b, c, e \) are small and each
coefficient of \( m \) is 0 or \( q/2 \).
Alice computes \( C - aB \mod q \),
i.e., \( m + db + c - ae \mod q \).
Alice reconstructs \( m \),
using smallness of \( d, b, c, a, e \).

Lattice view: Define \( L \) as
the set of pairs \( (v;w) \in R \times R \)
such that
\[ vG - w \mod q = 0. \]
“Quotient NTRU” (new name), used in original NTRU design:

Alice generated $A = 3a/d$ in $R/q$ for small random $a, d$ (with suitable invertibility):

$$dA - 3a \mod q = 0.$$  

Alice receives $C = Ab + c \mod q$.

Alice computes $dC \mod q$, i.e., $3ab + dc \mod q$.

Alice reconstructs $3ab + dc$, using smallness of $a; b; d; c$.

Alice computes $dc$, deduces $c$, deduces $b$.

“Product NTRU” (new name), 2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in R$.

Alice generated $A = aG + d \mod q$ for small random $a, d$.

Bob sends $B = Gb + e \mod q$ and $C = m + Ab + c \mod q$ where $b, c, e$ are small and each coefficient of $m$ is 0 or $q/2$.

Alice computes $C - aB \mod q$, i.e., $m + db + c - ae \mod q$.

Alice reconstructs $m$, using smallness of $d, b, c, a, e$.

Lattice view: Define $L$ as the set of pairs $(v;w) \in R \times R$ such that $vG - w \mod q = 0$. 
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“Quotient NTRU” (new name),
used in original NTRU design:
Alice generated
\( A = 3a = d \) in \( R = \mathbb{Z}_q \)
for small random \( a, d \)
(with suitable invertibility):
\[ i.e., \quad dA - 3a \mod q = 0. \]
Alice receives \( C = Ab + c \mod q \).
Alice computes \( dc \mod q \),
i.e., \( 3ab + dc \mod q \).
Alice reconstructs \( 3ab + dc \),
using smallness of \( a, b, d, c \).
Alice computes \( dc \),
deduces \( c \),
deduces \( b \).

“Product NTRU” (new name),
2010 Lyubashevsky–Peikert–Regev:
Everyone knows random \( G \in \mathbb{Z}_q \).
Alice generated \( A = aG + d \mod q \)
for small random \( a, d \).
Bob sends \( B = Gb + e \mod q \)
and \( C = m + Ab + c \mod q \)
where \( b, c, e \) are small and each
coefficient of \( m \) is 0 or \( q/2 \).
Alice computes \( C - aB \mod q \),
i.e., \( m + db + c - ae \mod q \).
Alice reconstructs \( m \),
using smallness of \( d, b, c, a, e \).

Lattice view: Define \( L \) as
the set of pairs \( (v, w) \in \mathbb{Z} \times \mathbb{Z} \)
such that \( vG - w \mod q = 0 \).
“Product NTRU” (new name),
2010 Lyubashevsky–Peikert–Regev:
Everyone knows random $G \in R$.
Alice generated $A = aG + d \mod q$ for small random $a, d$.
Bob sends $B = Gb + e \mod q$
and $C = m + Ab + c \mod q$ where $b, c, e$ are small and each coefficient of $m$ is 0 or $q/2$.
Alice computes $C - aB \mod q$,
i.e., $m + db + c - ae \mod q$.
Alice reconstructs $m$, using smallness of $d, b, c, a, e$.

Lattice view: Define $L$ as the set of pairs $(v, w) \in R \times R$
such that $vG - w \mod q = 0$. 
“Product NTRU” (new name), 2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in R$. Alice generated $A = aG + d \mod q$ for small random $a, d$.

Bob sends $B = Gb + e \mod q$ and $C = m + Ab + c \mod q$ where $b, c, e$ are small and each coefficient of $m$ is 0 or $q/2$.

Alice computes $C - aB \mod q$, i.e., $m + db + c - ae \mod q$.

Alice reconstructs $m$, using smallness of $d, b, c, a, e$.

Lattice view: Define $L$ as the set of pairs $(v, w) \in R \times R$ such that $vG - w \mod q = 0$.

e.g. $(a, A - d) \in L$. $(0, A)$ is close to a lattice point.

Try to find close lattice point. Breaks both Product NTRU and Quotient NTRU.
“Product NTRU” (new name), 2010 Lyubashevsky–Peikert–Regev:

Everyone knows random $G \in \mathbb{R}$.

Alice generated $A = aG + d \pmod{q}$ for small random $a, d$.

Bob sends $B = Gb + e \pmod{q}$ and $C = m + Ab + c \pmod{q}$ where $b, c, e$ are small and each coefficient of $m$ is 0 or $q/2$.

Alice computes $C - aB \pmod{q}$, i.e., $m + db + c - ae \pmod{q}$.

Alice reconstructs $m$, using smallness of $d, b, c, a, e$.

Lattice view: Define $L$ as the set of pairs $(v, w) \in \mathbb{R} \times \mathbb{R}$ such that $vG - w \pmod{q} = 0$.

e.g. $(a, A - d) \in L$.

$(0, A)$ is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

(“Ring-LWE”: arbitrary reuse.)

Try to exploit $A = 3a/d$ structure for faster Quotient NTRU attack.
“Product NTRU” (new name),
2010 Lyubashevsky–Peikert–Regev:
Everyone knows random $G \in R$.
Alice generated $A = aG + d \mod q$
for small random $a, d$.

Bob sends $B = Gb + e \mod q$
and $C = m + Ab + c \mod q$
where $b, c, e$ are small and each
coefficient of $m$ is 0 or $q/2$.

Alice computes $C - aB \mod q$,
i.e., $m + db + c - ae \mod q$.

Alice reconstructs $m$,
using smallness of $d, b, c, a, e$.

Lattice view: Define $L$ as
the set of pairs $(v, w) \in R \times R$
such that $vG - w \mod q = 0$.
e.g. $(a, A - d) \in L$.
$(0, A)$ is close to a lattice point.

Try to find close lattice point.
Breaks both Product NTRU
and Quotient NTRU.

Try to exploit reuse of $b$
for faster Product NTRU attack.
(“Ring-LWE”: arbitrary reuse.)

Try to exploit $A = 3a/d$ structure
for faster Quotient NTRU attack.

2013 Lyubashevsky–Peikert–Regev:
All of the algebraic
and algorithmic tools (including
quantum computation) that we
employ ::: can also be brought
to bear against SVP and other
problems on ideal lattices. Yet
despite considerable effort
no significant progress in attacking
these problems has been made.
The best-known algorithms for
ideal lattices perform essentially
no better than their generic
counterparts, both in theory and
in practice.
Lattice view: Define $L$ as the set of pairs $(v, w) \in \mathbb{R} \times \mathbb{R}$ such that $vG - w \mod q = 0$.

E.g. $(a, A - d) \in L$.

$(0, A)$ is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

(“Ring-LWE”: arbitrary reuse.)

Try to exploit $A = 3a/d$ structure for faster Quotient NTRU attack.

Lyubashevsky–Peikert–Regev: “All of the algebraic and algorithmic tools (including quantum computation) that we employ ... can also be brought to bear against SVP and other problems on ideal lattices. Yet despite considerable effort, no significant progress in attacking these problems has been made. The best-known algorithms for ideal lattices perform essentially no better than their generic counterparts, both in theory and in practice.”
Lattice view: Define $L$ as the set of pairs $(v, w) \in R \times R$ such that $vG - w \mod q = 0$.

e.g. $(a, A - d) \in L$.

$(0, A)$ is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

(“Ring-LWE”: arbitrary reuse.)

Try to exploit $A = 3a/d$ structure for faster Quotient NTRU attack.

2013 Lyubashevsky–Peikert–Regev: “All of the algebraic and algorithmic tools (including quantum computation) that we employ ... can also be brought to bear against SVP and other problems on ideal lattices. Yet, despite considerable effort, no significant progress in attacking these problems has been made.

The best-known algorithms for ideal lattices perform essentially no better than their generic counterparts, both in theory and in practice.”
Lattice view: Define $L$ as the set of pairs $(v, w) \in R \times R$ such that $vG - w \mod q = 0$.

E.g. $(a, A - d) \in L$.

(0, A) is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

(“Ring-LWE”: arbitrary reuse.)

Try to exploit $A = 3a/d$ structure for faster Quotient NTRU attack.

2013 Lyubashevsky–Peikert–Regev: “All of the algebraic and algorithmic tools (including quantum computation) that we employ ... can also be brought to bear against SVP and other problems on ideal lattices. Yet despite considerable effort, no significant progress in attacking these problems has been made. The best-known algorithms for ideal lattices perform essentially no better than their generic counterparts, both in theory and in practice.”
Lattice view: Define $L$ as the set of pairs $(v, w) \in \mathbb{R} \times \mathbb{R}$ such that $vG - w \mod q = 0$.

e.g. $(a; A - d) \in L$.

$(0; A)$ is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

```
("Ring-LWE": arbitrary reuse.)
```

Try to exploit $A = 3a/d$ structure for faster Quotient NTRU attack.

---

2013 Lyubashevsky–Peikert–Regev: “All of the algebraic and algorithmic tools (including quantum computation) that we employ ... can also be brought to bear against SVP and other problems on ideal lattices. Yet despite considerable effort, no significant progress in attacking these problems has been made. The best-known algorithms for ideal lattices perform essentially no better than their generic counterparts, both in theory and in practice.”

---

Many more NTRU variants (often not crediting NTRU).

Fully homomorphic encryption:

STOC 2009 Gentry

“Fully homomorphic encryption using ideal lattices”.

PKC 2010 Smart–Vercauteren.

Eurocrypt 2011 Gentry–Halevi.

etc.

Multilinear maps: e.g.,

Eurocrypt 2013 Garg–Gentry–Halevi “Candidate multilinear maps from ideal lattices”.
Define $L$ as the set of pairs $(v, w) \in \mathbb{R} \times \mathbb{R}$ such that $vG - w \pmod{q} = 0$.

e.g. $(a; A - d) \in L$.

$(0; A)$ is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

("Ring-LWE": arbitrary reuse.)

Try to exploit $A = 3a/d$ structure for faster Quotient NTRU attack.

2013 Lyubashevsky–Peikert–Regev: “All of the algebraic and algorithmic tools (including quantum computation) that we employ . . . can also be brought to bear against SVP and other problems on ideal lattices. Yet despite considerable effort, no significant progress in attacking these problems has been made. The best-known algorithms for ideal lattices perform essentially no better than their generic counterparts, both in theory and in practice.”

Many more NTRU variants (often not crediting NTRU).

Fully homomorphic encryption:

STOC 2009 Gentry

“Fully homomorphic encryption using ideal lattices.”

PKC 2010 Smart–Vercauteren.

Eurocrypt 2011 Gentry–Halevi.

etc.

Multilinear maps:

Eurocrypt 2013 Garg–Gentry–Halevi “Candidate multilinear maps from ideal lattices.”
Lattice view: Define $L$ as the set of pairs $(v;w) \in \mathbb{R} \times \mathbb{R}$ such that $vG - w \mod q = 0$.

e.g. $(a;A - d) \in L$.

$(0;A)$ is close to a lattice point.

Try to find close lattice point.

Breaks both Product NTRU and Quotient NTRU.

Try to exploit reuse of $b$ for faster Product NTRU attack.

("Ring-LWE": arbitrary reuse.)

Try to exploit $A = \frac{3a}{d}$ structure for faster Quotient NTRU attack.

2013 Lyubashevsky–Peikert–Regev: “All of the algebraic and algorithmic tools (including quantum computation) that we employ … can also be brought to bear against SVP and other problems on ideal lattices. Yet despite considerable effort, no significant progress in attacking these problems has been made. The best-known algorithms for ideal lattices perform essentially no better than their generic counterparts, both in theory and in practice.”

Many more NTRU variants (often not crediting NTRU).

Fully homomorphic encryption:

STOC 2009 Gentry

“Fully homomorphic encryption using ideal lattices”.

PKC 2010 Smart–Vercauteren.

Eurocrypt 2011 Gentry–Halevi.
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Eurocrypt 2013 Garg–Gentry–Halevi “Candidate multilinear maps from ideal lattices”.
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STOC 2009 Gentry system is broken by quantum algorithms for typical “cyclotomic rings”.
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Multilinear maps: e.g., Eurocrypt 2013 Garg–Gentry–Halevi “Candidate multilinear maps from ideal lattices”.

STOC 2009 Gentry system is **broken** by quantum algorithms for typical “cyclotomic rings”.

First stage in attack: SODA 2016 Biasse–Song fast quantum algorithm to compute $gR \mapsto ug$ with $u \in R^*$. Builds upon STOC 2014 Eisenträger–Hallgren–Kitaev–Song quantum $R \mapsto R^*$ algorithm.
Many more NTRU variants (often not crediting NTRU).

Fully homomorphic encryption:
STOC 2009 Gentry
“Fully homomorphic encryption using ideal lattices”.
PKC 2010 Smart–Vercauteren.
Eurocrypt 2011 Gentry–Halevi.

equal.
Multilinear maps: e.g.,
Eurocrypt 2013 Garg–Gentry–Halevi “Candidate multilinear maps from ideal lattices”.

STOC 2009 Gentry system is **broken** by quantum algorithms for typical “cyclotomic rings”.

First stage in attack:
SODA 2016 Biasse–Song
fast quantum algorithm to compute $g R \mapsto u g$ with $u \in R^*$.

Builds upon STOC 2014
Eisenträger–Hallgren–Kitaev–Song
quantum $R \mapsto R^*$ algorithm.

Older pre-quantum algorithms take subexponential time.
Many more NTRU variants (often not crediting NTRU).

Fully homomorphic encryption: STOC 2009 Gentry
“Fully homomorphic encryption using ideal lattices”.

Eurocrypt 2010 Smart–Vercauteren.
Eurocrypt 2011 Gentry–Halevi.

Multilinear maps: e.g.,
Eurocrypt 2013 Garg–Gentry–Halevi “Candidate multilinear maps from ideal lattices”.

STOC 2009 Gentry system is **broken** by quantum algorithms for typical “cyclotomic rings”.

First stage in attack: SODA 2016 Biasse–Song
fast quantum algorithm to compute $gR \mapsto ug$ with $u \in R^*$.

Builds upon STOC 2014 Eisenträger–Hallgren–Kitaev–Song
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