We have to watch and listen
to everything that people

are doing so that we can

catch terrorists, drug dealers,
pedophiles, and organized
criminals. Some of this data

IS sent unencrypted through

the Internet, or sent encrypted
to a company that passes the
data along to us, but we learn
much more when we have
comprehensive direct access
to hundreds of millions of disks
and screens and microphones
and cameras.

This talk explains how we've
successfully manipulated the
world’s software ecosystem to
ensure our continuing access to
this wealth of data. This talk

will not cover our efforts against
encryption, and will not cover our
hardware back doors.

Making sure
software stays insecure

Daniel J. Bernstein

University of lllinois at Chicago &
Technische Universiteit Eindhoven
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How do we verify that
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Assume the hardware works.
How do we verify that
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Bugs anywhere in kernel Do we need an audit log? No.
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Memory protection doesn't apply; Limit software Eve can run? No.

language (C) doesn't compensate.
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Typical OS kernels today
don't even try to do this.

More complicated example:
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Why should this be manual?

Browser creates process
that downloads news-20140710
from Frank's web server.

(“Creating a process is slow.”
—Oh, shut up already.)

OS automatically
adds URL as a source
for the process.

Process shows me the file.
OS tells me the URL.
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does this mean that
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or does it mean that
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