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Try counting down:
int sum(int *x)
\{
int result $=0$;
int i;
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result $+=* x++;$
return result;
\}
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\}
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result $+=* x++;$
return result;
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```
int sum(int *x)
```

\{
int result $=0$
int i;
for (i $=0 ; i$
result $+=x[$
result $+=x[$
\}
return result;
\}

Try using an end pointer:
int sum(int *x)
$\{$
int result $=0$;
int $* y=x+1000 ;$
while ( $\mathrm{x} \quad \mathrm{I}=\mathrm{y}$ )
result $+=* \mathrm{x}++$;
return result;
\}
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int sum(int *x)
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```
    int result = 0;
```

    int i;
    for (i \(=0 ; i<1000 ; i\)
        result \(+=x[i]\);
        result \(+=x[i+1]\);
    \}
    return result;
    \}

Try using an end pointer:
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}
```
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    while (x != y)
        result += *x++;
    return result;
}
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    for (i = 0;i < 1000;i += 2) {
        result += x[i];
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    }
    return result;
}
```
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Back to original. Try unrolling:

```
int sum(int *x)
```

$\{$
int result $=0$;
int i;
for (i $=0 ; i<1000 ; i+=2)\{$
result $+=x[i]$;
result $+=x[i+1]$;
\}
return result;
\}

5016 cycles.
int sum(int *x)
\{
int result $=0$ int i;
for (i $=0 ; i$
result $+=x[$
result $+=x[$
result $+=x[$
result $+=x[$
result $+=x[$
\}
return result;
\}

Back to original. Try unrolling:
int sum(int *x)
$\{$
int result $=0$;
int i;
for ( $i=0 ; i<1000 ; i+=2)\{$ result $+=x[i]$; result $+=x[i+1] ;$
\}
return result;
\}
5016 cycles.

```
int sum(int *x)
```

$\{$
int result $=0$;
int i;
for $(i=0 ; i<1000 ; i$
result $+=x[i]$;
result $+=x[i+1]$;
result $+=x[i+2]$;
result $+=x[i+3]$;
result $+=x[i+4]$;
\}
return result;
\}

Back to original. Try unrolling:

```
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0;i < 1000;i += 2) {
        result += x[i];
        result += x[i + 1];
    }
    return result;
}
```
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int sum(int *x)
\{
int result $=0$;
int i;
for ( $i=0 ; i<1000 ; i+=5)\{$ result $+=x[i]$;
result $+=x[i+1]$;
result $+=x[i+2]$;
result $+=x[i+3]$;
result $+=\mathrm{x}[\mathrm{i}+4]$;
\}
return result;
\}

Back to original. Try unrolling:

```
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0;i < 1000;i += 2) {
        result += x[i];
        result += x[i + 1];
    }
    return result;
}
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int sum(int *x)
\{
int result $=0$;
int i;
for (i $=0 ; i<1000 ; i+=5)$ \{ result += x[i];
result += $x[i+1]$;
result += x[i + 2];
result += x[i + 3];
result += x[i + 4];
\}
return result;
\}

4016 cycles. "Are we done yet?"
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int sum(int *x)
\{

$$
\text { int result }=0
$$

int i;

$$
\text { for }(i=0 ; i<1000 ; i+=5)\{
$$

$$
\text { result }+=x[i]
$$

$$
\text { result }+=x[i+1]
$$

$$
\text { result }+=x[i+2]
$$

$$
\text { result }+=x[i+3]
$$

$$
\text { result }+=x[i+4]
$$

\}
return result;
\}
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Try unrolling:

```
int sum(int *x)
{
int result = 0; 
int result = 0;
int result = 0;
            result += x[i];
            result += x[i + 1];
            result += x[i + 2];
            result += x[i + 3];
            result += x[i + 4];
    }
    return result;
}
```

4016 cycles. "Are we done yet?"
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Are we don
int result $=0$;
int i;
for ( $i=0 ; i<1000 ; i+=5)\{$
result $+=x[i]$;
result $+=x[i+1]$;
result $+=x[i+2]$;
result $+=x[i+3]$;
result $+=x[i+4]$;
\}
return result;
\}

4016 cycles. "Are we done yet?"
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int sum(int *x)
\{
int result $=0$;
int i;
for ( $i=0 ; i<1000 ; i+=5)\{$ result $+=x[i]$; result $+=x[i+1]$; result $+=x[i+2]$; result $+=x[i+3]$; result $+=x[i+4]$;
\}
return result;
\}
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Didn't we succeed in making code twice as fast?"
int sum(int *x)
\{
int result $=0$;
int i;
for ( $i=0 ; i<1000 ; i+=5)\{$ result $+=x[i]$; result $+=x[i+1]$; result $+=x[i+2]$; result $+=x[i+3]$; result $+=x[i+4]$;
\}
return result;
\}
4016 cycles. "Are we done yet?"
"Why is this bad practice?
Didn't we succeed in making code twice as fast?"

Yes, but CPU time is still nowhere near optimal, and human time was wasted.
int sum(int *x)
\{
int result $=0$;
int i;
for ( $i=0 ; i<1000 ; i+=5)\{$ result $+=x[i]$; result $+=x[i+1]$; result $+=x[i+2]$; result $+=x[i+3]$; result $+=x[i+4]$;
\}
return result;
\}
4016 cycles. "Are we done yet?"
"Why is this bad practice?
Didn't we succeed in making code twice as fast?"

Yes, but CPU time is still nowhere near optimal, and human time was wasted.

Good practice:
Figure out lower bound for cycles spent on arithmetic etc.
Understand gap between lower bound and observed time.
(int *x)

$$
\text { esult }=0
$$

$$
i=0 ; i<1000 ; i+=5)\{
$$

$$
\text { ult }+=x[i] ;
$$

$$
u l t+=x[i+1]
$$

$$
\text { ult }+=\mathrm{x}[\mathrm{i}+2] \text {; }
$$

$$
\text { ult }+=x[i+3] ;
$$

$$
\text { ult }+=x[i+4] ;
$$

n result;
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First manual says that ADD takes just 1 cycle.

Find "ARM Cortex-M4 Processor Technical Reference Manual".
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Inputs and output of ADD are "integer registers". ARMv7-M has 16 integer registers, including special-purpose "stack pointer" and "program counter".

Each element of x array needs to be "loaded" into a register.

Basic load instruction: LDR.
Manual says 2 cycles but adds a note about "pipelining". Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.
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Lower bound for $n$ LDR $+n$ ADD:
$2 n+1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating i.
nd output of ADD are registers". ARMv7-M
iteger registers, including urpose "stack pointer" gram counter".
ment of x array needs to led" into a register. ad instruction: LDR. says 2 cycles but adds bout "pipelining". ore explanation: if next on is also LDR (with not based on first LDR) aves 1 cycle.
$n$ consecutive LDRs
takes only $n+1$ cycles
("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n$ LDR $+n$ ADD:
$2 n+1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating i.
of ADD are ARMv7-M
isters, including tack pointer" nter" .
array needs to register.
ion: LDR.
les but adds elining". ation: if next
LDR (with on first LDR) le.
$n$ consecutive LDRs
takes only $n+1$ cycles
("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n$ LDR $+n$ ADD:
$2 n+1$ cycles,
including $n$ cycles of arithmetic.
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int sum(int *x) \{

$$
\begin{aligned}
& \text { int result = 0 } \\
& \text { int } * y=x+1 \\
& \text { int } x 0, x 1, x 2, x \\
& x 5, x 6, x 7, x
\end{aligned} \begin{aligned}
& \text { while }(x \quad!=y) \\
& x 0=0[(v o l a \\
& x 1=1[(v o l a \\
& x 2=2[(v o l a \\
& x 3=3[(v o l a \\
& x 4=4[(v o l a \\
& x 5=5[(v o l a \\
& x 6=6[(v o l a
\end{aligned}
$$

$n$ consecutive LDRs
takes only $n+1$ cycles
("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n$ LDR $+n$ ADD: $2 n+1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating i.
\{

```
int result = 0;
int *y = x + 1000;
int x0,x1,x2,x3,x4,
        x5,x6,x7,x8,x9;
```

while (x ! = y) \{
x0 $=0[(v o l a t i l e ~ i n t ~$
x1 = 1[(volatile int
x2 = 2[(volatile int
x3 = 3[(volatile int
x4 = 4[(volatile int
x5 = 5[(volatile int
x6 = 6[(volatile int
$n$ consecutive LDRs
takes only $n+1$ cycles ("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n$ LDR $+n$ ADD: $2 n+1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating i.

$$
\begin{aligned}
& \text { int result }=0 \\
& \text { int } * y=x+1000 ; \\
& \text { int } x 0, x 1, x 2, x 3, x 4 \\
& \quad x 5, x 6, x 7, x 8, x 9
\end{aligned}
$$

while (x ! = y) \{

$$
x 0=0[(\text { volatile int } *) x] ;
$$

$$
\mathrm{x} 1=1[(\text { volatile int } *) \mathrm{x}] ;
$$

$$
x 2=2[(\text { volatile int } *) x] ;
$$

$$
x 3=3[(\text { volatile int } *) x] ;
$$

$$
x 4=4[(\text { volatile int } *) x] ;
$$

$$
x 5=5[(\text { volatile int } *) x] ;
$$

$$
\mathrm{x} 6=6[(\text { volatile int } *) \mathrm{x}] ;
$$
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int sum(int *x)
\{

$$
\begin{aligned}
& \text { int result }=0 \text {; } \\
& \text { int } * y=x+1000 ; \\
& \text { int } x 0, x 1, x 2, x 3, x 4 \text {, } \\
& \mathrm{x} 5, \mathrm{x} 6, \mathrm{x} 7, \mathrm{x} 8, \mathrm{x} 9 \text {; } \\
& \text { while (x ! = y) \{ } \\
& x 0=0[(v o l a t i l e ~ i n t ~ *) x] ; \\
& \mathrm{x} 1 \text { = 1[(volatile int *) } \mathrm{x}] \text {; } \\
& x 2=2[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 3=3[(\text { volatile int *) x] ; } \\
& \mathrm{x} 4=4[(\text { volatile int } *) \mathrm{x}] \text {; } \\
& x 5=5[(\text { volatile int *) x] ; } \\
& \mathrm{x} 6=6[(\text { volatile int *) } \mathrm{x}] \text {; }
\end{aligned}
$$

$$
\begin{aligned}
& \mathrm{x} 7=7 \text { [(vola } \\
& x 8=8[(v o l a \\
& \text { x9 = 9[(vola } \\
& \text { result += x0 } \\
& \text { result += x1 } \\
& \text { result += x2 } \\
& \text { result += x3 } \\
& \text { result += x4 } \\
& \text { result += x5 } \\
& \text { result += x6 } \\
& \text { result += x7 } \\
& \text { result += x8 } \\
& \text { result += x9 } \\
& \mathrm{x} 0 \text { = } 10 \text { [(vol } \\
& \mathrm{x} 1 \text { = } 11 \text { [(vol }
\end{aligned}
$$

int sum(int *x)
\{

$$
\begin{aligned}
& \text { int result }=0 ; \\
& \text { int } * y=x+1000 ; \\
& \text { int } x 0, x 1, x 2, x 3, x 4, \\
& \quad x 5, x 6, x 7, x 8, x 9
\end{aligned}
$$

$$
\begin{aligned}
& \text { while (x ! = y) \{ } \\
& \mathrm{x} 0=0[(\text { volatile int *) } \mathrm{x}] \text {; } \\
& \mathrm{x} 1=1[(\text { volatile int *) } \mathrm{x}] \text {; } \\
& \mathrm{x} 2=2[(v o l a t i l e ~ i n t ~ *) x] ; \\
& \text { x3 = 3[(volatile int *) x]; } \\
& x 4=4[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 5=5[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 6=6[(v o l a t i l e ~ i n t ~ *) x] ;
\end{aligned}
$$

int sum(int *x)
\{

$$
\begin{aligned}
& \text { int result }=0 \text {; } \\
& \text { int *y }=\mathrm{x}+1000 \text {; } \\
& \text { int } x 0, x 1, x 2, x 3, x 4 \text {, } \\
& \mathrm{x} 5, \mathrm{x} 6, \mathrm{x} 7, \mathrm{x} 8, \mathrm{x} 9 \text {; } \\
& \text { while (x ! = y) \{ } \\
& x 0=0[(\text { volatile int } *) x] ; \\
& \mathrm{x} 1=1[(\text { volatile int } *) \mathrm{x}] \text {; } \\
& x 2=2[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 3=3[(\text { volatile int *) x] ; } \\
& \mathrm{x} 4=4[(\text { volatile int } *) \mathrm{x}] \text {; } \\
& \mathrm{x} 5=5[(\text { volatile int } *) \mathrm{x}] \text {; } \\
& \mathrm{x} 6=6[(\text { volatile int *) } \mathrm{x}] \text {; }
\end{aligned}
$$

```
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
```

```
(int *x)
```

esult $=0$;
$y=x+1000 ;$
$0, x 1, x 2, x 3, x 4$,
5, x6, x7, x8, x9;
(x ! = y) \{
$=0[($ volatile int $*) x]$;
$=1[($ volatile int $*) x]$;
$=2[(v o l a t i l e ~ i n t ~ *) x] ;$
$=3[(v o l a t i l e ~ i n t ~ *) x] ;$
$=4[($ volatile int $*) x]$;
$=5[(v o l a t i l e ~ i n t ~ *) x] ;$
$=6[($ volatile int $*) x]$;

```
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
```

x4

$$
\begin{aligned}
& x 7=7[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 8=8[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 9=9[(v o l a t i l e ~ i n t ~ *) x] ; \\
& \text { result += x0; } \\
& \text { result += x1; } \\
& \text { result += x2; } \\
& \text { result += x3; } \\
& \text { result += x4; } \\
& \text { result += x5; } \\
& \text { result += x6; } \\
& \text { result += x7; } \\
& \text { result += x8; } \\
& \text { result += x9; } \\
& \text { x0 = } 10[(v o l a t i l e ~ i n t ~ *) x] ; \\
& \text { x1 = } 11[(v o l a t i l e ~ i n t ~ *) x] ; ~
\end{aligned}
$$

```
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
```

```
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
```

x2 = 12[(volatile int *) x];
x3 = 13[(volatile int *) x] ;
$\mathrm{x} 4=14[($ volatile int $*) \mathrm{x}]$;
x5 = 15[(volatile int *) x] ;
x6 = 16[(volatile int *) x];
x7 = 17[(volatile int *) x] ;
x8 = 18[(volatile int *) x];
x9 = 19[(volatile int *) x];
$\mathrm{x}+=20 ;$
result += x0;
result += x1;
result += x2;
result += x3;
result $+=x 4$;
result += x5;
$=7[(v o l a t i l e ~ i n t ~ *) x] ;$ $=8[(v o l a t i l e ~ i n t ~ *) x] ; ~$ $=9[(v o l a t i l e ~ i n t ~ *) x] ;$
ult += x0;
ult += x1;
ult += x2;
ult += x3;
ult $+=$ x4;
ult += x5;
ult += x6;
ult += x7;
ult += x8;
ult += x9;
$=10[(v o l a t i l e ~ i n t ~ *) x] ;$
= 11[(volatile int *)x];

$$
\begin{aligned}
& x 2=12[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 3=13[(v o l a t i l e ~ i n t *) x] ; \\
& x 4=14[(v o l a t i l e ~ i n t *) x] ; \\
& x 5=15[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 6=16[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 7=17[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 8=18[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 9=19[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x+=20 ; \\
& \text { result }+=x 0 ; \\
& \text { result }+=x 1 ; \\
& \text { result }+=x 2 ; \\
& \text { result }+=x 3 ; \\
& \text { result }+=x 4 ; \\
& \text { result }+=x 5 ;
\end{aligned}
$$

tile int *)x];
tile int *)x];
tile int *)x];
atile int *) x] ;
atile int *) x] ;

$$
\begin{aligned}
& x 2=12[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 3=13[(v o l a t i l e ~ i n t *) x] ; \\
& x 4=14[(v o l a t i l e ~ i n t *) x] ; \\
& x 5=15[(v o l a t i l e ~ i n t ~ *) x] ; \\
& x 6=16[(v o l a t i l e ~ i n t *) x] ; \\
& x 7=17[(v o l a t i l e ~ i n t *) x] ; \\
& x 8=18[(v o l a t i l e ~ i n t *) x] ; \\
& x 9=19[(v o l a t i l e ~ i n t *) x] ; \\
& x+=20 ; \\
& \text { result }+=x 0 ; \\
& \text { result }+=x 1 ; \\
& \text { result }+=x 2 ; \\
& \text { result }+=x 3 ; \\
& \text { result }+=x 4 ; \\
& \text { result }+=x 5 ;
\end{aligned}
$$

```
    result += x6
    result += x7
    result += x8
    result += x9
```

\}
return result;

$$
\text { *) } \mathrm{x}] \text {; }
$$

$$
\text { *) } \mathrm{x}] \text {; }
$$

$$
\begin{aligned}
& \text { x2 = 12[(volatile int *) x]; } \\
& \text { x3 = 13[(volatile int *) x]; } \\
& x 4=14[(v o l a t i l e ~ i n t ~ *) x] ; \\
& \text { x5 = 15[(volatile int *) x]; } \\
& \text { x6 = 16[(volatile int *) x] ; } \\
& \text { x7 = } 17 \text { [(volatile int *) x]; } \\
& \text { x8 = 18[(volatile int *) x]; } \\
& \text { x9 = 19[(volatile int *) x]; } \\
& \mathrm{x}+=20 \text {; } \\
& \text { result += x0; } \\
& \text { result += x1; } \\
& \text { result += x2; } \\
& \text { result += x3; }
\end{aligned}
$$

```
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
```

```
    result += x6;
    result += x7;
    result += x8;
    result += x9;
    }
    return result;
}
```

```
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
```

```
        result += x6;
        result += x7;
        result += x8;
        result += x9;
```

    \}
    return result;
    \}

2526 cycles. Even better in asm.

```
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
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```
void sort(int32 *x,long long n)
{ long long t,p,q,i;
    t = 1; if (n < 2) return;
    while (t < n-t) t += t;
    for (p = t;p>0;p>>= 1) {
        for (i = 0;i < n-p;++i)
        if (!(i & p))
        minmax(x+i,x+i+p);
        for (q = t;q>p;q >>= 1)
        for (i = 0;i < n-q;++i)
            if (!(i & p))
                minmax (x+i+p,x+i+q);
    }
}
```
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void sort (int32 *x,long long n ) \{ long long t,p,q,i;
t = 1; if (n < 2) return;
while ( t < $\mathrm{n}-\mathrm{t}$ ) $\mathrm{t}+=\mathrm{t}$;
for $(\mathrm{p}=\mathrm{t} ; \mathrm{p}>0 ; \mathrm{p} \gg=1)\{$
for ( $i=0 ; i<n-p ;++i)$
if (! (i \& p))
$\operatorname{minmax}(x+i, x+i+p) ;$
for ( $q=t ; q>p ; q \gg=1$ )
for ( $i=0 ; i<n-q ;++i)$
if (! (i \& p))
$\operatorname{minmax}(x+i+p, x+i+q) ;$
\}
\}
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void sort (int32 *x, long long n )
\{ long long t,p,q,i;
$\mathrm{t}=1 ;$ if $(\mathrm{n}<2)$ return;
while ( t < $\mathrm{n}-\mathrm{t}$ ) $\mathrm{t}+=\mathrm{t}$;
for $(\mathrm{p}=\mathrm{t} ; \mathrm{p}>0 ; \mathrm{p} \gg=1)\{$
for ( $i=0 ; i<n-p ;++i)$
if (! (i \& p))
minmax $(x+i, x+i+p) ;$
for $(q=t ; q>p ; q \gg=1)$
for $(i=0 ; i<n-q ;++i)$
if (! (i \& p))
$\operatorname{minmax}(x+i+p, x+i+q) ;$
$=2^{e}$
\}
\}

How many cycles on, e.g., Intel Haswell CPU core?

Every cycle: a vector of 83 "min" operations and a vect 8 32-bit "max" operations.
void sort (int32 *x,long long n)
\{ long long t,p,q,i;

$$
\mathrm{t}=1 ; \text { if }(\mathrm{n}<2) \text { return; }
$$

$$
\text { while ( } \mathrm{t}<\mathrm{n}-\mathrm{t} \text { ) } \mathrm{t}+=\mathrm{t} \text {; }
$$

$$
\text { for }(p=t ; p>0 ; p \gg=1)\{
$$

$$
\text { for }(i=0 ; i<n-p ;++i)
$$

$$
\text { if }(!(i \& p))
$$

$$
\operatorname{minmax}(x+i, x+i+p) ;
$$

$$
\text { for }(q=t ; q>p ; q \gg=1)
$$

$$
\text { for }(i=0 ; i<n-q ;++i)
$$

            if (! (i \& p))
                \(\operatorname{minmax}(x+i+p, x+i+q) ;\)
    \}
\}
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$\geq 3008$ cycles for $n=1024$.
Current software: 7328 cycles.
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t = 1; if (n < 2) return;
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```
void sort(int32 *x,long long n)
{ long long t,p,q,i;
    t = 1; if (n < 2) return;
    while (t < n-t) t += t;
    for (p = t;p>0;p>>= 1) {
    for (i = 0;i < n-p;++i)
        if (!(i & p))
        minmax (x+i,x+i+p);
    for (q = t;q>p;q>>= 1)
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    }
}
```

How many cycles on, e.g., Intel Haswell CPU core?
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$\geq 3008$ cycles for $n=1024$.
Current software: 7328 cycles. (Can gap be narrowed?)

This is fastest available sorting software. Much faster than, e.g., Intel's "Integrated Performance Primitives" software library.

$$
\begin{aligned}
& \text { rt(int32 *x,long long n) } \\
& \text { long t,p,q,i; } \\
& \text { if ( } n<2 \text { ) return; } \\
& \text { ( } \mathrm{t}<\mathrm{n}-\mathrm{t} \text { ) } \mathrm{t}+=\mathrm{t} \text {; } \\
& p=t ; p>0 ; p \gg=1)\{ \\
& \text { (i }=0 ; i<n-p ;++i) \\
& f(!(i \quad \& \quad p)) \\
& \operatorname{minmax}(x+i, x+i+p) ; \\
& (\mathrm{q}=\mathrm{t} ; \mathrm{q}>\mathrm{p} ; \mathrm{q} \gg=1) \\
& \text { or ( } i=0 ; i<n-q ;++i) \\
& \text { if (! (i \& p)) } \\
& \operatorname{minmax}(x+i+p, x+i+q) ;
\end{aligned}
$$
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Can also gain speed this way.

Library provides functions acting on this representation: (1) $f, g \mapsto$ $f g$; (2) $f, g \mapsto f \bmod g$; etc.
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Need a different representation for constant-time arithmetic. Can also gain speed this way.

Constant-time bigint library:
a constant-length uint32 string $\left(f_{0}, f_{1}, \ldots, f_{\ell-1}\right)$ represents
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Slightly faster on some CPUs:
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```
int64 f0g4 = f0 * (int64)
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```

    f7_2 * (int64) g7_19;
    int64 h4 = f0g4 + f1g3_2
+f 2 g 2 + f3g1_2
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```
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$$
\begin{aligned}
& \text { int32 f7_2 }=2 * f 7 \\
& \text { int32 } \mathrm{g} 7 \_19=19 * \mathrm{~g} 7
\end{aligned}
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. . .
int64 f0g4 = f0 * (int64) g4;
int64 f7g7_38 =
f7_2 * (int64) g7_19;
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\begin{aligned}
\text { int64 h4 } & =f 0 g 4+f 1 g 3 \_2 \\
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& +f 4 g 0+f 5 g 9 \_38 \\
& +f 6 g 8 \_19+f 7 g 7 \_38 \\
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$$

Initial computatio is polynomial mult modulo $x^{10}-19$.
Exercise: Which p are being multiplie

```
int32 f7_2 = 2 * f7;
int32 g7_19 = 19 * g7;
```

int64 f0g4 $=\mathrm{f} 0 *($ int64) $\mathrm{g} 4 ;$
int64 f7g7_38 =
f7_2 * (int64) g7_19;
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h5 += c4; h4 -= c4 $\ll 26 ;$
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int32 $\mathrm{f} 7 \_2=2 * f 7 ;$
int32 $\mathrm{g} 7 \_19=19 * \mathrm{~g} 7$

```
int64 f0g4 = f0 * (int64) g4;
```

int64 f7g7_38 =
f7_2 * (int64) g7_19;
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\begin{aligned}
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& +f 2 \mathrm{~g} 2+f 3 \mathrm{~g} 1 \_2 \\
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\end{aligned}
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$$
\begin{aligned}
& \text { c4 }=(h 4+(\text { int64 })(1 \ll 25)) \gg 26 ; \\
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\end{aligned}
$$

Initial computation of h0, ..., h9
is polynomial multiplication modulo $x^{10}-19$.

Exercise: Which polynomials are being multiplied?
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& \text { int64 h4 }=\mathrm{f} 0 \mathrm{~g} 4+\mathrm{f} 1 \mathrm{~g} 3 \_2 \\
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& \text { + f8g6_19 + f9g5_38; } \\
& c 4=(h 4+(i n t 64)(1 \ll 25)) \gg 26 ; \\
& \text { h5 += c4; h4 -= c4 << 26; }
\end{aligned}
$$

Initial computation of h0, ..., h9 is polynomial multiplication modulo $x^{10}-19$.
Exercise: Which polynomials are being multiplied?

Reduction modulo $x^{10}-19$ and carries such as h4 $\rightarrow$ h5 squeeze the product into limited-size representation suitable for next multiplication.
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\begin{aligned}
& \text { int32 f7_2 = } 2 \text { * f7; } \\
& \text { int32 g7_19 = } 19 * g 7 \text {; } \\
& \text { int64 f0g4 }=\mathrm{f0} *(\text { int64) } \mathrm{g} 4 ; \\
& \text { int64 f7g7_38 = } \\
& \text { f7_2 * (int64) g7_19; } \\
& \text { int64 h4 = f0g4 + f1g3_2 } \\
& +f 2 g 2+f 3 g 1 \_2 \\
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& \text { + f8g6_19 + f9g5_38; } \\
& \text { c4 }=(h 4+(i n t 64)(1 \ll 25)) \gg 26 ; \\
& \text { h5 += c4; h4 -= c4 << 26; }
\end{aligned}
$$

Initial computation of h0, ..., h9
is polynomial multiplication modulo $x^{10}-19$.

Exercise: Which polynomials are being multiplied?

Reduction modulo $x^{10}-19$ and carries such as h4 $\rightarrow$ h5 squeeze the product into limited-size representation suitable for next multiplication.
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freeze representation into unique representation suitable for network transmission.
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+ f8g6_19 + f9g5_38;
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Much more about ECC speed:
see, e.g., 2015 Chou.
Verifying constant time: increasingly automated.

Testing can miss rare bugs that attacker might trigger.
Fix: prove that software matches mathematical spec; have computer check proofs.

Progress in deploying proven fast software: see, e.g., 2015 Bernstein-Schwabe "gfverif"; 2017 HACL* X25519 in Firefox.
gfverif has verified implementation of plus occasional an against the followi
$\mathrm{p}=2 * * 255-19$
$\mathrm{A}=486662$
$\mathrm{x} 2, \mathrm{z} 2, \mathrm{x} 3, \mathrm{z} 3=1$,
for i in reverse

$$
\text { ni }=\text { bit }(n, i)
$$

$$
\mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(
$$

$$
\text { z2,z3 = cswap }(
$$

$$
x 3, z 3=(4 *(x 2
$$

$$
4 * x 1 *(x 2 * z 3-z
$$

$$
x 2, z 2=((x 2 * *
$$

$$
4 * \mathrm{x} 2 * \mathrm{z} 2 *(\mathrm{x} 2 * *
$$

Much more about ECC speed:
see, e.g., 2015 Chou.
Verifying constant time: increasingly automated.

Testing can miss rare bugs that attacker might trigger.
Fix: prove that software matches mathematical spec; have computer check proofs.

Progress in deploying proven fast software: see, e.g., 2015 Bernstein-Schwabe "gfverif"; 2017 HACL* X25519 in Firefox.
gfverif has verified ref 10 implementation of X25519, plus occasional annotations, against the following specifi
$\mathrm{p}=2 * * 255-19$
$\mathrm{A}=486662$
$\mathrm{x} 2, \mathrm{z} 2, \mathrm{x} 3, \mathrm{z3}=1,0, \mathrm{x} 1,1$
for i in reversed(range(2

$$
\begin{aligned}
& \mathrm{ni}=\text { bit }(\mathrm{n}, \mathrm{i}) \\
& \mathrm{x} 2, \mathrm{x} 3=\mathrm{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni}) \\
& \mathrm{z} 2, \mathrm{z3}=\mathrm{cswap}(\mathrm{z} 2, \mathrm{z} 3, \mathrm{ni}) \\
& \mathrm{x} 3, \mathrm{z} 3=(4 *(\mathrm{x} 2 * \mathrm{x} 3-\mathrm{z} 2 * \mathrm{z} 3 \\
& 4 * \mathrm{x} 1 *(\mathrm{x} 2 * \mathrm{z} 3-\mathrm{z} 2 * \mathrm{x} 3) * * 2) \\
& \mathrm{x} 2, \mathrm{z} 2=((\mathrm{x} 2 * * 2-\mathrm{z} 2 * * 2) * \\
& 4 * \mathrm{x} 2 * \mathrm{z} 2 *(\mathrm{x} 2 * * 2+\mathrm{A} * \mathrm{x} 2 * \mathrm{z} 2
\end{aligned}
$$

Much more about ECC speed: see, e.g., 2015 Chou.

Verifying constant time: increasingly automated.

Testing can miss rare bugs that attacker might trigger.
Fix: prove that software matches mathematical spec; have computer check proofs.

Progress in deploying proven fast software: see, e.g., 2015 Bernstein-Schwabe "gfverif"; 2017 HACL* X25519 in Firefox.
gfverif has verified ref10 implementation of X25519, plus occasional annotations, against the following specification:

$$
\begin{aligned}
& \mathrm{p}=2 * * 255-19 \\
& \mathrm{~A}=486662 \\
& \mathrm{x} 2, \mathrm{z} 2, \mathrm{x} 3, \mathrm{z} 3=1,0, \mathrm{x} 1,1 \\
& \text { for } \mathrm{i} \text { in reversed }(\mathrm{range}(255)): \\
& \mathrm{ni}=\text { bit }(\mathrm{n}, \mathrm{i}) \\
& \mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni}) \\
& \mathrm{z} 2, \mathrm{z} 3=\operatorname{cswap}(\mathrm{z} 2, \mathrm{z} 3, \mathrm{ni}) \\
& \mathrm{x} 3, \mathrm{z} 3=(4 *(\mathrm{x} 2 * \mathrm{x} 3-\mathrm{z} 2 * \mathrm{z} 3) * * 2, \\
& 4 * \mathrm{x} 1 *(\mathrm{x} 2 * \mathrm{z} 3-\mathrm{z} 2 * \mathrm{x} 3) * * 2) \\
& \mathrm{x} 2, \mathrm{z} 2=((\mathrm{x} 2 * * 2-\mathrm{z} 2 * * 2) * * 2, \\
& 4 * \mathrm{x} 2 * \mathrm{z} 2 *(\mathrm{x} 2 * * 2+\mathrm{A} * \mathrm{x} 2 * \mathrm{z} 2+\mathrm{z} 2 * * 2))
\end{aligned}
$$

ore about ECC speed: 2015 Chou.
constant time:
gly automated.
can miss rare bugs acker might trigger. ve that software mathematical spec; nputer check proofs.
in deploying proven ware: see, e.g., 2015 n-Schwabe "gfverif"; AL* X25519 in Firefox.
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gfverif has verified ref 10
implementation of X25519, plus occasional annotations, against the following specification:

$$
\begin{aligned}
& p=2 * * 255-19 \\
& A=486662 \\
& x 2, z 2, x 3, z 3=1,0, x 1,1
\end{aligned}
$$

for i in reversed(range(255)):

$$
\mathrm{ni}=\operatorname{bit}(\mathrm{n}, \mathrm{i})
$$

$$
\mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni})
$$

$$
\mathrm{z2}, \mathrm{z} 3=\operatorname{cswap}(\mathrm{z} 2, \mathrm{z3}, \mathrm{ni})
$$

$$
x 3, z 3=(4 *(x 2 * x 3-z 2 * z 3) * * 2
$$

$$
4 * \mathrm{x} 1 *(\mathrm{x} 2 * \mathrm{z} 3-\mathrm{z} 2 * \mathrm{x} 3) * * 2)
$$

$$
x 2, z 2=((x 2 * * 2-z 2 * * 2) * * 2
$$

$$
4 * x 2 * z 2 *(x 2 * * 2+A * x 2 * z 2+z 2 * * 2))
$$

```
x3,z3 = (x3%p,
x2,z2 = (x2%p,
cut(x2)
cut(x3)
cut(z2)
cut(z3)
x2,x3 = cswap(
z2,z3 = cswap(
cut(x2)
cut(z2)
return x2*pow(z2
```

What's verified: o is the same as spe and is between 0
gfverif has verified ref10 implementation of X25519, plus occasional annotations, against the following specification:
$\mathrm{p}=2 * * 255-19$
$\mathrm{A}=486662$
$\mathrm{x} 2, \mathrm{z} 2, \mathrm{x} 3, \mathrm{z3}=1,0, \mathrm{x} 1,1$
for i in reversed(range(255)):
ni $=$ bit(n,i)
x2,x3 = cswap(x2,x3,ni)
z2,z3 = cswap(z2,z3,ni)
$x 3, z 3=(4 *(x 2 * x 3-z 2 * z 3) * * 2$,
$4 * x 1 *(x 2 * z 3-z 2 * x 3) * * 2)$
$\mathrm{x} 2, \mathrm{z} 2=((\mathrm{x} 2 * * 2-\mathrm{z} 2 * * 2) * * 2$,
$4 * \mathrm{x} 2 * \mathrm{z} 2 *(\mathrm{x} 2 * * 2+\mathrm{A} * \mathrm{x} 2 * \mathrm{z} 2+\mathrm{z} 2 * * 2))$

```
x3,z3 = (x3%p,z3%p)
x2,z2 = (x2%p,z2%p)
cut(x2)
cut(x3)
cut(z2)
cut(z3)
```

$\mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni})$
z2,z3 = cswap(z2,z3,ni)
cut (x2)
cut (z2)
return $x 2$ *pow ( $\mathrm{z} 2, \mathrm{p}-2, \mathrm{p}$ )

What's verified: output of $r$ is the same as spec $\bmod p$, and is between 0 and $p-1$.
gfverif has verified ref10 implementation of X25519, plus occasional annotations, against the following specification:

$$
\begin{aligned}
& p=2 * * 255-19 \\
& A=486662 \\
& x 2, z 2, x 3, z 3=1,0, x 1,1
\end{aligned}
$$

for i in reversed(range(255)):

$$
\mathrm{ni}=\operatorname{bit}(\mathrm{n}, \mathrm{i})
$$

$$
\mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni})
$$

$$
\mathrm{z} 2, \mathrm{z3}=\operatorname{cswap}(\mathrm{z} 2, \mathrm{z} 3, \mathrm{ni})
$$

$$
x 3, z 3=(4 *(x 2 * x 3-z 2 * z 3) * * 2
$$

$$
4 * \mathrm{x} 1 *(\mathrm{x} 2 * \mathrm{z} 3-\mathrm{z} 2 * \mathrm{x} 3) * * 2)
$$

$$
\mathrm{x} 2, \mathrm{z} 2=((\mathrm{x} 2 * * 2-\mathrm{z} 2 * * 2) * * 2
$$

$$
4 * x 2 * z 2 *(x 2 * * 2+A * x 2 * z 2+z 2 * * 2))
$$

```
x3,z3 = (x3%p,z3%p)
x2,z2 = (x2%p,z2%p)
cut(x2)
cut(x3)
cut(z2)
cut(z3)
x2,x3 = cswap(x2,x3,ni)
z2,z3 = cswap(z2,z3,ni)
cut(x2)
cut(z2)
return x2*pow(z2,p-2,p)
```

What's verified: output of ref10 is the same as spec $\bmod p$, and is between 0 and $p-1$.
as verified ref 10 ntation of X25519, asional annotations, the following specification:

```
255-19
```

62
$3, z 3=1,0, x 1,1$
n reversed(range(255)):
bit(n,i)
$=\operatorname{cswap}(x 2, x 3, n i)$
$=\operatorname{cswap}(z 2, z 3, n i)$
$=(4 *(x 2 * x 3-z 2 * z 3) * * 2$,

* $(x 2 * z 3-z 2 * x 3) * * 2)$
$=((\mathrm{x} 2 * * 2-\mathrm{z} 2 * * 2) * * 2$,
*z2*(x2**2+A*x2*z2+z2**2))

$$
\begin{aligned}
& x 3, z 3=(x 3 \% p, z 3 \% p) \\
& \mathrm{x} 2, \mathrm{z} 2=(\mathrm{x} 2 \% \mathrm{p}, \mathrm{z} 2 \% \mathrm{p}) \\
& \text { cut (x2) } \\
& \text { cut (x3) } \\
& \text { cut (z2) } \\
& \text { cut (z3) } \\
& \mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni}) \\
& \text { z2,z3 = cswap(z2,z3,ni) } \\
& \text { cut (x2) } \\
& \text { cut (z2) } \\
& \text { return } x 2 * \operatorname{pow}(z 2, p-2, p) \\
& \text { What's verified: output of ref } 10 \\
& \text { is the same as spec } \bmod p \text {, } \\
& \text { and is between } 0 \text { and } p-1 \text {. }
\end{aligned}
$$

ref10
X25519, notations, ng specification:
$0, \mathrm{x} 1,1$
d(range(255)) :
x2, $\mathrm{x} 3, \mathrm{ni}$ )
z2, z3, ni)
*x3-z2*z3) **2,
$2 * x 3) * * 2$ )
$2-z 2 * * 2) * * 2$,
$2+A * x 2 * z 2+z 2 * * 2))$

$$
\begin{array}{l|l}
x 3, z 3=(x 3 \% p, z 3 \% p) & \text { "What a differenc } \\
x 2, z 2=(x 2 \% p, z 2 \% p) & \text { NIST P-256 prime } \\
\text { cut(x2) } & 2^{256}-2^{224}+2^{192}
\end{array}
$$

$$
\operatorname{cut}(x 3)
$$

$$
\operatorname{cut}(z 2)
$$

cut (z3)

$$
\mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni})
$$

$$
\mathrm{z} 2, \mathrm{z} 3=\operatorname{cswap}(\mathrm{z} 2, \mathrm{z} 3, \mathrm{ni})
$$

cut (x2)

$$
\operatorname{cut}(z 2)
$$

$$
\text { return } \mathrm{x} 2 * \operatorname{pow}(\mathrm{z} 2, \mathrm{p}-2, \mathrm{p})
$$

What's verified: output of ref 10 is the same as spec $\bmod p$, and is between 0 and $p-1$.

ECDSA standard reduction procedu an integer " $A$ less

Write $A$ as
$\left(A_{15}, A_{14}, A_{13}, A_{12}\right.$ $A_{8}, A_{7}, A_{6}, A_{5}, A$ meaning $\sum_{i} A_{i} 2^{32}$

Define
$T ; S_{1} ; S_{2} ; S_{3} ; S_{4} ; L$ as

$$
\begin{aligned}
& x 3, z 3=(x 3 \% p, z 3 \% p) \\
& x 2, z 2=(x 2 \% p, z 2 \% p)
\end{aligned}
$$

cut (x2)
cation:
55) ) :
$* * 2$
*2,
$+z 2 * * 2))$

$$
\begin{aligned}
& x 3, z 3=(x 3 \% p, z 3 \% p) \\
& x 2, z 2=(x 2 \% p, z 2 \% p) \\
& \operatorname{cut}(x 2)
\end{aligned}
$$

$$
\operatorname{cut}(x 3)
$$

$$
\operatorname{cut}(z 2)
$$

$$
\operatorname{cut}(z 3)
$$

$$
\mathrm{x} 2, \mathrm{x} 3=\operatorname{cswap}(\mathrm{x} 2, \mathrm{x} 3, \mathrm{ni})
$$

$$
\text { z2,z3 = cswap }(z 2, z 3, n i)
$$

cut (x2)

$$
\operatorname{cut}(z 2)
$$

$$
\text { return } x 2 * \operatorname{pow}(z 2, p-2, p)
$$

What's verified: output of ref 10 is the same as spec $\bmod p$, and is between 0 and $p-1$.
"What a difference a prime makes"
NIST P-256 prime $p$ is
$2^{256}-2^{224}+2^{192}+2^{96}-1$.
ECDSA standard specifies reduction procedure given an integer " $A$ less than $p^{2}$ ":

Write $A$ as
$\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, A_{10}, A_{9}\right.$,
$\left.A_{8}, A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$, meaning $\sum_{i} A_{i} 2^{32 i}$.

Define
$T ; S_{1} ; S_{2} ; S_{3} ; S_{4} ; D_{1} ; D_{2} ; D_{3} ; D_{4}$ as
"What a difference a prime makes"
NIST P-256 prime $p$ is
$2^{256}-2^{224}+2^{192}+2^{96}-1$.
ECDSA standard specifies
reduction procedure given
an integer " $A$ less than $p^{2 "}$ :
Write $A$ as
$\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, A_{10}, A_{9}\right.$, $\left.A_{8}, A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$, meaning $\sum_{i} A_{i} 2^{32 i}$.

Define
$T ; S_{1} ; S_{2} ; S_{3} ; S_{4} ; D_{1} ; D_{2} ; D_{3} ; D_{4}$ as
$\left(A_{7}, A_{6}\right.$, $\left(A_{15}, A_{1}\right.$ $\left(0, A_{15}\right.$, $\left(A_{15}, A_{1}\right.$ $\left(A_{8}, A_{13}\right.$ $\left(A_{10}, A_{8}\right.$ $\left(A_{11}, A_{9}\right.$ $\left(A_{12}, 0\right.$, $\left(A_{13}, 0\right.$,

Comput $S_{4}-D_{1}$

## Reduce

 subtract"What a difference a prime makes"
NIST P-256 prime $p$ is
$2^{256}-2^{224}+2^{192}+2^{96}-1$.
ECDSA standard specifies reduction procedure given an integer " $A$ less than $p^{2 "}$ :

Write $A$ as
$\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, A_{10}, A_{9}\right.$, $\left.A_{8}, A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$, meaning $\sum_{i} A_{i} 2^{32 i}$.

Define
$T ; S_{1} ; S_{2} ; S_{3} ; S_{4} ; D_{1} ; D_{2} ; D_{3} ; D_{4}$ as
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}\right.$ $\left(A_{15}, A_{14}, A_{13}, A_{12}\right.$ $\left(0, A_{15}, A_{14}, A_{13}\right.$, $\left(A_{15}, A_{14}, 0,0,0\right.$, $\left(A_{8}, A_{13}, A_{15}, A_{14}\right.$,
$\left(A_{10}, A_{8}, 0,0,0, A\right.$ $\left(A_{11}, A_{9}, 0,0, A_{15}\right.$, $\left(A_{12}, 0, A_{10}, A_{9}, A\right.$ $\left(A_{13}, 0, A_{11}, A_{10}\right.$,

Compute $T+2 S_{1}$
$S_{4}-D_{1}-D_{2}-L$
Reduce modulo $p$ subtracting a few
"What a difference a prime makes"
NIST P-256 prime $p$ is
$2^{256}-2^{224}+2^{192}+2^{96}-1$.
ECDSA standard specifies reduction procedure given an integer " $A$ less than $p^{2}$ ":

Write $A$ as
$\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, A_{10}, A_{9}\right.$,
$\left.A_{8}, A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$,
meaning $\sum_{i} A_{i} 2^{32 i}$.
Define
$T ; S_{1} ; S_{2} ; S_{3} ; S_{4} ; D_{1} ; D_{2} ; D_{3} ; D_{4}$ as
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}\right.$, $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0\right.$ $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$ $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right.$ $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}\right.$, $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{1}\right.$ $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}\right.$, $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}\right.$ $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}\right.$,

Compute $T+2 S_{1}+2 S_{2}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by addin subtracting a few copies" of
"What a difference a prime makes"
NIST P-256 prime $p$ is
$2^{256}-2^{224}+2^{192}+2^{96}-1$.
ECDSA standard specifies reduction procedure given an integer " $A$ less than $p^{2}$ ":

Write $A$ as
$\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, A_{10}, A_{9}\right.$,
$\left.A_{8}, A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$, meaning $\sum_{i} A_{i} 2^{32 i}$.

Define
$T ; S_{1} ; S_{2} ; S_{3} ; S_{4} ; D_{1} ; D_{2} ; D_{3} ; D_{4}$ as
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$; $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$; $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.

Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

## difference a prime makes"

256 prime $p$ is

$$
224+2^{192}+2^{96}-1 .
$$

standard specifies
n procedure given er " $A$ less than $p^{2 "}$ :
as
$4, A_{13}, A_{12}, A_{11}, A_{10}, A_{9}$,
$\left.A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$,
$\sum_{i} A_{i} 2^{32 i}$.
$2 ; S_{3} ; S_{4} ; D_{1} ; D_{2} ; D_{3} ; D_{4}$
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$;
$\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$;
$\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$;
$\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$;
$\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.
Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

What is
Variable
e a prime makes"
$p$ is
$+2^{96}-1$.
specifies
re given
than $p^{2 "}$ :
, $A_{11}, A_{10}, A_{9}$
$\left.4, A_{3}, A_{2}, A_{1}, A_{0}\right)$,
$D_{1} ; D_{2} ; D_{3} ; D_{4}$
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$;
$\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$; $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.

Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

What is "a few co
Variable-time loop
makes" $\quad\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right)$; $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$; $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$;
$\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.
$\left.A_{1}, A_{0}\right), \quad$ Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.
, $A_{9}$,

What is "a few copies"?
Variable-time loop is unsafe
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$; $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$; $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.

Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

What is "a few copies"?
Variable-time loop is unsafe.
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$; $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$; $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.

Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow: conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$; $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$; $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.

Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow: conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.

Delay until end of computation?
Trouble: " $A$ less than $p^{2}$ ".
$\left(A_{7}, A_{6}, A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$ $\left(A_{15}, A_{14}, A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left(0, A_{15}, A_{14}, A_{13}, A_{12}, 0,0,0\right)$; $\left(A_{15}, A_{14}, 0,0,0, A_{10}, A_{9}, A_{8}\right)$; $\left(A_{8}, A_{13}, A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$; $\left(A_{10}, A_{8}, 0,0,0, A_{13}, A_{12}, A_{11}\right)$; $\left(A_{11}, A_{9}, 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$; $\left(A_{12}, 0, A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$; $\left(A_{13}, 0, A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.

Compute $T+2 S_{1}+2 S_{2}+S_{3}+$ $S_{4}-D_{1}-D_{2}-D_{3}-D_{4}$.

Reduce modulo $p$ "by adding or subtracting a few copies" of $p$.

What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow: conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.

Delay until end of computation? Trouble: " $A$ less than $p^{2}$ ".

Even worse: what about platforms where $2^{32}$ isn't best radix?
$\left.A_{5}, A_{4}, A_{3}, A_{2}, A_{1}, A_{0}\right) ;$
4, $\left.A_{13}, A_{12}, A_{11}, 0,0,0\right)$; $\left.A_{14}, A_{13}, A_{12}, 0,0,0\right)$;
$\left.4,0,0,0, A_{10}, A_{9}, A_{8}\right)$;
, $\left.A_{15}, A_{14}, A_{13}, A_{11}, A_{10}, A_{9}\right)$;
$\left., 0,0,0, A_{13}, A_{12}, A_{11}\right)$;
$\left., 0,0, A_{15}, A_{14}, A_{13}, A_{12}\right)$;
$\left.A_{10}, A_{9}, A_{8}, A_{15}, A_{14}, A_{13}\right)$;
$\left.A_{11}, A_{10}, A_{9}, 0, A_{15}, A_{14}\right)$.
e $T+2 S_{1}+2 S_{2}+S_{3}+$
$-D_{2}-D_{3}-D_{4}$.
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Delay until end of computation? Trouble: " $A$ less than $p^{2}$ ".

Even worse: what about platforms where $2^{32}$ isn't best radix?

[^0]What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow: conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.

Delay until end of computation? Trouble: " $A$ less than $p^{2}$ ".

Even worse: what about platforms where $2^{32}$ isn't best radix?
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What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow:
conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.

Delay until end of computation? Trouble: " $A$ less than $p^{2}$ ".

Even worse: what about platforms where $2^{32}$ isn't best radix?

What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow: conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.

Delay until end of computation? Trouble: " $A$ less than $p^{2}$ ".

Even worse: what about platforms where $2^{32}$ isn't best radix?

There are many more ways that cryptographic design choices affect difficulty of building fast correct constant-time software.
e.g. ECDSA needs divisions of scalars. EdDSA doesn't.
e.g. ECDSA splits elliptic-curve additions into several cases. EdDSA uses complete formulas.

What is "a few copies"?
Variable-time loop is unsafe.
Correct but quite slow:
conditionally add $4 p$, conditionally add $2 p$, conditionally add $p$, conditionally sub $4 p$, conditionally sub $2 p$, conditionally sub $p$.

Delay until end of computation? Trouble: " $A$ less than $p^{2}$ ".

Even worse: what about platforms where $2^{32}$ isn't best radix?

There are many more ways that cryptographic design choices affect difficulty of building fast correct constant-time software.
e.g. ECDSA needs divisions of scalars. EdDSA doesn't.
e.g. ECDSA splits elliptic-curve additions into several cases. EdDSA uses complete formulas.

What's better use of time: implementing ECDSA, or upgrading protocol to EdDSA?


[^0]:    $\left.A_{2}, A_{1}, A_{0}\right)$;
    $\left.A_{11}, 0,0,0\right)$;
    $\left.\mathrm{A}_{12}, 0,0,0\right)$;
    $\left.{ }_{10}, A_{9}, A_{8}\right)$;
    $\left.A_{13}, A_{11}, A_{10}, A_{9}\right)$;
    $\left.{ }_{13}, A_{12}, A_{11}\right)$;
    $\left.A_{14}, A_{13}, A_{12}\right)$;
    $\left.{ }_{8}, A_{15}, A_{14}, A_{13}\right)$;
    $\left.A_{9}, 0, A_{15}, A_{14}\right)$.
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    $)_{3}-D_{4}$.
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