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16

Gentry for multiquadratics

Use optimizations from

PKC 2010 Smart–Vercauteren,

Eurocrypt 2011 Gentry–Halevi.
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31

Slightly simpler:

Find MQ units,

but skip finding all units.
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