Cryptographic software engineering, part 1

Daniel J. Bernstein

This is easy, right?

1. Take general principles of software engineering.
2. Apply principles to crypto.
Let's try some examples . . .

1972 Parnas “On the criteria to be used in decomposing systems into modules”:
“We propose instead that one begins with a list of difficult design decisions or design decisions which are likely to change. Each module is then designed to hide such a decision from the others.”

e.g. If number of cipher rounds is properly modularized as
#define ROUNDS 20
then it is easy to change.
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c *= x1 - x0;
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void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = (x1 < x0);
    x[c] = x0;
    x[1 - c] = x1;
}

Safe compiler won't allow this:
won't allow secret data
to be used as an array index.

Cache timing is not constant:
see earlier attack examples.
void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = (x1 < x0);
  x[c] = x0;
  x[1 - c] = x1;
}

Safe compiler won’t allow this:
won’t allow secret data
to be used as an array index.

Cache timing is not constant:
see earlier attack examples.
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = (x1 < x0);
    x[c] = x0;
    x[1 - c] = x1;
}

Safe compiler won’t allow this:
won’t allow secret data
to be used as an array index.

Cache timing is not constant:
see earlier attack examples.
void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = (x1 < x0);
  x[c] = x0;
  x[1 - c] = x1;
}

Safe compiler won't allow this: won't allow secret data to be used as an array index.

Cache timing is not constant: see earlier attack examples.

Does safe compiler allow multiplication of secrets?

Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = (x1 < x0);
    x[c] = x0;
    x[1 - c] = x1;
}

Safe compiler won’t allow this:

won’t allow secret data to be used as an array index.

Cache timing is not constant:

see earlier attack examples.

void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = (x1 < x0);
    c *= x1 - x0;
    x[0] = x0 + c;
    x[1] = x1 - c;
}

Does safe compiler allow multiplication of secrets?

Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.

void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}

Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:
void sort2(int32 *x)  
{ int32 x0 = x[0];  
  int32 x1 = x[1];  
  int32 c = (x1 < x0);  
  c *= x1 - x0;  
  x[0] = x0 + c;  
  x[1] = x1 - c;  
}

Does safe compiler allow multiplication of secrets?

Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.

Will want to handle this issue for fast prime-field ECC etc., but let's dodge the issue for this sorting code:

void sort2(int32 *x)  
{ int32 x0 = x[0];  
  int32 x1 = x[1];  
  int32 c = -(x1 < x0);  
  c &= x1 ^ x0;  
  x[0] = x0 ^ c;  
  x[1] = x1 ^ c;  
}
void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = (x1 < x0);
  c *= x1 - x0;
  x[0] = x0 + c;
  x[1] = x1 - c;
}

Does safe compiler allow multiplication of secrets?

Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.

Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = -(x1 < x0);
  c &= x1 ^ x0;
  x[0] = x0 ^ c;
  x[1] = x1 ^ c;
}
void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = (x1 < x0);
  c *= x1 - x0;
  x[0] = x0 + c;
  x[1] = x1 - c;
}

Does safe compiler allow multiplication of secrets?

Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.

Will want to handle this issue for fast prime-field ECC etc., but let's dodge the issue for this sorting code:

void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = -(x1 < x0);
  c &= x1 ^ x0;
  x[0] = x0 ^ c;
  x[1] = x1 ^ c;
}
void sort2(int32 *x)
{ int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = (x1 < x0);
  c *= x1 - x0;
  x[0] = x0 + c;
  x[1] = x1 - c;
}

Does safe compiler allow multiplication of secrets?
Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.

Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

1. Possible correctness problems (also for previous code):
   C standard does not define int32 as twos-complement; says “undefined” behavior on overflow.
   Real CPU uses twos-complement but C compiler can screw this up.
void sort2(int32 *x)
{ int32 x0 = x[0];
int32 x1 = x[1];
int32 c = (x1 < x0);
c *= x1 - x0;
x[0] = x0 + c;
x[1] = x1 - c;
}

Does safe compiler allow multiplication of secrets?
Recall that multiplication takes variable time on, e.g., Cortex-M3 and most PowerPCs.

Will want to handle this issue for fast prime-field ECC etc., but let's dodge the issue for this sorting code:

void sort2(int32 *x)
{ int32 x0 = x[0];
int32 x1 = x[1];
int32 c = -(x1 < x0);
c &= x1 ^ x0;
x[0] = x0 ^ c;
x[1] = x1 ^ c;
}

1. Possible correctness problems (also for previous code):
C standard does not define int32 as twos-complement; says "undefined" behavior on overflow.
Real CPU uses twos-complement but C compiler can screw this up.
Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{ int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code):
   C standard does not define int32 as twos-complement; says “undefined” behavior on overflow. Real CPU uses twos-complement but C compiler can screw this up.
Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code):
C standard does not define int32 as twos-complement; says “undefined” behavior on overflow.
Real CPU uses twos-complement but C compiler can screw this up.
Will want to handle this issue for fast prime-field ECC etc., but let's dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{
  int32 x0 = x[0];
  int32 x1 = x[1];
  int32 c = -(x1 < x0);
  c &= x1 ^ x0;
  x[0] = x0 ^ c;
  x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code):
C standard does not define int32 as twos-complement; says “undefined” behavior on overflow. Real CPU uses twos-complement but C compiler can screw this up.
Fix: use gcc -fwrapv.
Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code):
   C standard does not define int32 as twos-complement; says “undefined” behavior on overflow. Real CPU uses twos-complement but C compiler can screw this up.
   Fix: use gcc -fwrapv.

2. Does safe compiler allow “x1 < x0” for secrets?
   What do we do if it doesn’t?
Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code): C standard does not define int32 as twos-complement; says “undefined” behavior on overflow. Real CPU uses twos-complement but C compiler can screw this up.
   Fix: use gcc -fwrapv.

2. Does safe compiler allow "x1 < x0" for secrets? What do we do if it doesn’t?

   C compilers sometimes use constant-time instructions for this.
Will want to handle this issue for fast prime-field ECC etc., but let’s dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code):
C standard does not define int32 as twos-complement; says “undefined” behavior on overflow.
Real CPU uses twos-complement but C compiler can screw this up.
Fix: use gcc -fwrapv.

2. Does safe compiler allow “x1 < x0” for secrets?
What do we do if it doesn’t?
C compilers sometimes use constant-time instructions for this.

```c
int32 isnegative(int32 x)
{
    return x >> 31;
}
```
Returns -1 if x < 0, otherwise 0.
Will want to handle this issue for fast prime-field ECC etc., but let's dodge the issue for this sorting code:

```c
void sort2(int32 *x)
{
    int32 x0 = x[0];
    int32 x1 = x[1];
    int32 c = -(x1 < x0);
    c &= x1 ^ x0;
    x[0] = x0 ^ c;
    x[1] = x1 ^ c;
}
```

1. Possible correctness problems (also for previous code):
   C standard does not define `int32` as two's-complement; says “undefined” behavior on overflow. Real CPU uses two's-complement but *C compiler can screw this up.*

   Fix: use `gcc -fwrapv`.

2. Does safe compiler allow “x1 < x0” for secrets? What do we do if it doesn’t?

   *C compilers sometimes* use constant-time instructions for this.

Constant-time comparisons:

```c
int32 isnegative(int32 x)
{
    return x >> 31;
}
```
Returns -1 if x < 0, otherwise 0.
1. Possible correctness problems (also for previous code):
   C standard does not define int32 as twos-complement; says “undefined” behavior on overflow.
   Real CPU uses twos-complement but C compiler can screw this up.

   Fix: use gcc -fwrapv.

2. Does safe compiler allow “x1 < x0” for secrets?
   What do we do if it doesn’t?

   C compilers sometimes use constant-time instructions for this.

---

Constant-time comparisons

int32 isnegative(int32 x)
{ return x >> 31; }

Returns -1 if x < 0, otherwise 0.
1. Possible correctness problems (also for previous code):
   C standard does not define int32 as twos-complement; says “undefined” behavior on overflow.
   Real CPU uses twos-complement but C compiler can screw this up.

   Fix: use gcc -fwrapv.

2. Does safe compiler allow “x1 < x0” for secrets?
   What do we do if it doesn’t?

   C compilers sometimes use constant-time instructions for this.

Constant-time comparisons

int32 isnegative(int32 x)
{ return x >> 31; }

Returns -1 if x < 0, otherwise 0.
1. Possible correctness problems (also for previous code):
C standard does not define int32 as twos-complement; says “undefined” behavior on overflow. Real CPU uses twos-complement but C compiler can screw this up.
Fix: use gcc -fwrapv.

2. Does safe compiler allow “x1 < x0” for secrets? What do we do if it doesn’t?
C compilers sometimes use constant-time instructions for this.

Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns −1 if x < 0, otherwise 0.

Why this works: the bits
(b_{31}, b_{30}, \ldots, b_2, b_1, b_0)
represent the integer
b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} − 2^{31}b_{31}.

“1-bit signed right shift”: (b_{31}, b_{31}, \ldots, b_3, b_2, b_1).

“31-bit signed right shift”: (b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31}).
1. Possible correctness problems (also for previous code):
   C standard does not define int32 as twos-complement; says “undefined” behavior on overflow.
   Real CPU uses twos-complement but C compiler can screw this up. Fix: use gcc -fwrapv.

2. Does safe compiler allow “x1 < x0” for secrets? What do we do if it doesn’t?
   C compilers sometimes use constant-time instructions for this.

Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns -1 if x < 0, otherwise 0.

Why this works: the bits
\[(b_{31}, b_{30}, \ldots, b_{2}, b_{1}, b_{0})\]
represent the integer \[b_{0} + 2b_{1} + 4b_{2} + \cdots + 2^{30}b_{30} - 2^{31}b_{31}.\]

“1-bit signed right shift”:
\[(b_{31}, b_{31}, \ldots, b_{3}, b_{2}, b_{1}).\]

“31-bit signed right shift”:
\[(b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31}).\]
1. Possible correctness problems (also for previous code):

C standard does not define int32 as twos-complement; says "undefined" behavior on overflow. Real CPU uses twos-complement but C compiler can screw this up.

Fix: use gcc -fwrapv.

2. Does safe compiler allow "x1 < x0" for secrets? What do we do if it doesn't?

C compilers sometimes use constant-time instructions for this.

Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns -1 if x < 0, otherwise 0.

Why this works: the bits \((b_{31}, b_{30}, \ldots, b_2, b_1, b_0)\) represent the integer \(b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} - 2^{31}b_{31}\).

"1-bit signed right shift": \((b_{31}, b_{31}, \ldots, b_3, b_2, b_1)\).

"31-bit signed right shift": \((b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31})\).
Possible correctness problems
(also for previous code):
C standard does not define
int32 as twos-complement; says
"undefined" behavior on overflow.
Real CPU uses twos-complement
but C compiler can screw this up.
Fix: use gcc -fwrapv.

2. Does safe compiler allow
"x1 < x0" for secrets?
What do we do if it doesn't?
C compilers sometimes use
constant-time instructions for this.

Constant-time comparisons
int32 isnegative(int32 x)
{ return x >> 31; }
Returns -1 if x < 0, otherwise 0.
Why this works: the bits
\( (b_{31}, b_{30}, \ldots, b_2, b_1, b_0) \)
represent the integer
\( b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} - 2^{31}b_{31}. \)

"1-bit signed right shift":
\( (b_{31}, b_{31}, \ldots, b_3, b_2, b_1). \)

"31-bit signed right shift":
\( (b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31}). \)

int32 ispositive(int32 x)
{ return isnegative(-x); }
Constant-time comparisons

int32 isnegative(int32 x)
{ return x >> 31; }

Returns -1 if x < 0, otherwise 0.

Why this works: the bits
$(b_{31}, b_{30}, \ldots, b_2, b_1, b_0)$
represent the integer $b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} - 2^{31}b_{31}$.

“1-bit signed right shift”:
$(b_{31}, b_{31}, \ldots, b_3, b_2, b_1)$.

“31-bit signed right shift”:
$(b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31})$.

int32 ispositive(int32 x)
{ return isnegative(-x); }
Constant-time comparisons

int32 isnegative(int32 x)
{ return x >> 31; }

Returns -1 if x < 0, otherwise 0.

Why this works: the bits 
\((b_{31}, b_{30}, \ldots, b_2, b_1, b_0)\)
represent the integer 
\(b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} - 2^{31}b_{31}\).

“1-bit signed right shift”:
\((b_{31}, b_{31}, \ldots, b_3, b_2, b_1)\).

“31-bit signed right shift”:
\((b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31})\).

int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input \(-2^{31}\),
because “\(-x\)” produces \(-2^{31}\).
Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns −1 if x < 0, otherwise 0.

Why this works: the bits $(b_{31}, b_{30}, \ldots, b_2, b_1, b_0)$ represent the integer $b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} - 2^{31}b_{31}$.

“1-bit signed right shift”: $(b_{31}, b_{31}, \ldots, b_3, b_2, b_1)$.

“31-bit signed right shift”: $(b_{31}, b_{31}, \ldots, b_{31}, b_{31}, b_{31})$.

This code is incorrect! Fails for input $-2^{31}$, because “−x” produces $-2^{31}$.

Can catch this bug by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX; ++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```
Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns -1 if x < 0, otherwise 0.

Why this works: the bits \(b_{31}; b_{30}; \ldots; b_{2}; b_{1}; b_{0}\) represent the integer \(b_{0} + 2b_{1} + \cdots + 2^{30}b_{30} - 2^{31}b_{31}\).

"1-bit signed right shift": \(b_{31}; b_{31}; \ldots; b_{3}; b_{2}; b_{1}\).

"31-bit signed right shift": \(b_{31}; b_{31}; \ldots; b_{31}; b_{31}; b_{31}\).

---

int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input \(-2^{31}\), because "-x" produces \(-2^{31}\).

Can catch this bug by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX;++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```

Side note illustrating -fwrapv:

```c
int32 ispositive(int32 x)
{ if (x == -x) return 0;
  return isnegative(-x); }
```
Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns \(-1\) if \(x < 0\), otherwise \(0\).

Why this works: the bits \((b_{31}, b_{30}, \ldots, b_2, b_1, b_0)\) represent the integer \(b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30}\).

"1-bit signed right shift": 
\((b_{31}, b_{31}, \ldots, b_3, b_2, b_1, b_0)\).

"31-bit signed right shift": 
\((b_{31}, b_{31}, b_{31}, \ldots, b_3, b_2, b_1, b_0)\).

---

```c
int32 ispositive(int32 x)
{ return isnegative(-x); }
```

This code is incorrect!
Fails for input \(-2^{31}\), because "\(-x\)" produces \(-2^{31}\).

Can catch this bug by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX; ++x) {
c = ispositive(x);
assert(c == -(x > 0));
}
```

---

Side note illustrating \(-fwrapv\):

```c
int32 ispositive(int32 x)
{ if (x == -x) return 0;
return isnegative(-x); }
```
### Constant-time comparisons

```c
int32 isnegative(int32 x)
{ return x >> 31; }
```

Returns -1 if x < 0, otherwise 0.

**Why this works:**
The bits \( b_{31}; b_{30}; : : : ; b_{2}; b_{1}; b_{0} \) represent the integer \( b_0 + 2b_1 + 4b_2 + \cdots + 2^{30}b_{30} - 2^{31}b_{31} \).

- **1-bit signed right shift**: \( (b_{31}; b_{31}; : : : ; b_{3}; b_{2}; b_{1}). \)
- **31-bit signed right shift**: \( (b_{31}; b_{31}; : : : ; b_{31}; b_{31}; b_{31}). \)

---

### int32 ispositive(int32 x)

```c
int32 ispositive(int32 x)
{ return isnegative(-x); }
```

This code is incorrect! Fails for input \(-2^{31}\), because “-x” produces \(-2^{31}\).

Can catch this bug by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX;++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```

---

### Side note illustrating -fwrapv:

```c
int32 ispositive(int32 x)
{ if (x == -x) return 0;
  return isnegative(-x); }
```
int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input $-2^{31}$,
because "−x" produces $-2^{31}$.

Can catch this bug by testing:

int64 x; int32 c;
for (x = INT32_MIN;
    x <= INT32_MAX; ++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```c
int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input $-2^{31}$,
because "-x" produces $-2^{31}$.
Can catch this bug by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN;
    x <= INT32_MAX;++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```
int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input $-2^{31}$,
because “$-x$” produces $-2^{31}$.

Can catch this bug by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX; ++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```

Side note illustrating -fwrapv:
int32 ispositive(int32 x)
{ if (x == -x) return 0;
    return isnegative(-x); }

Not constant-time.
Even worse: without -fwrapv, current gcc can remove the
x == -x test, breaking this code.
int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input $-2^{31}$, because $-x$ produces $-2^{31}$.

Can catch this bug by testing:

int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX; ++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}

Side note illustrating -$f$wrapv:

int32 ispositive(int32 x)
{ if (x == -x) return 0;
    return isnegative(-x); }

Not constant-time.

Even worse: without -$f$wrapv, current gcc can remove the $x == -x$ test, breaking this code.

Incompetent gcc engineering: source of many security holes.
Incompetent language standard.
int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input $-2^{31}$,
"−x" produces $-2^{31}$.

Catch this bug by testing:
int64 x; int32 c;
for (x = INT32_MIN;
x <= INT32_MAX;++x) {
c = ispositive(x);
assert(c == -(x > 0));
}

Side note illustrating -fwrapv:
int32 ispositive(int32 x)
{ if (x == -x) return 0;
  return isnegative(-x); }

Not constant-time.

Even worse: without -fwrapv,
current gcc can remove the
x == −x test, breaking this code.

Incompetent gcc engineering:
source of many security holes.

Incompetent language standard.

int32 isnonzero(int32 x)
{ return isnegative(x)
  || isnegative(-x); }
int32 ispositive(int32 x)
{ return isnegative(-x); }

This code is incorrect!
Fails for input $-2^{31}$, because "$-x$" produces $-2^{31}$.

Testing by testing:

```c
int64 x; int32 c;
for (x = INT32_MIN; x <= INT32_MAX; ++x) {
    c = ispositive(x);
    assert(c == -(x > 0));
}
```

Side note illustrating -fwrapv:

```c
int32 ispositive(int32 x)
{ if (x == -x) return 0;
    return isnegative(-x); }
```

Not constant-time.

Even worse: without -fwrapv, current gcc can remove the $x == -x$ test, breaking this code.

**Incompetent** gcc engineering:
source of many security holes.

**Incompetent** language standard.
Side note illustrating \texttt{-fwrapv}:

\begin{verbatim}
int32 ispositive(int32 x)
{ if (x == -x) return 0;
  return isnegative(-x); }
\end{verbatim}

Not constant-time.
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int32 issmaller(int32 x, int32 y) {
    return isnegative(x - y);
}
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Wrong for inputs $(0, -2^{31})$.
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}

Some verification strategies:
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• Write a proof.
• Formally verify proof.
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void minmax(int32 *x, int32 *y) {
    int32 a = *x;
    int32 b = *y;
    int32 ab = b ^ a;
    int32 c = b - a;
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}

void sort2(int32 *x) {
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}
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You have written a (const-time) reference implementation of X.
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You have chosen a target CPU. (Can repeat for other CPUs.)

You measure performance of the implementation. Now what?
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Is software applied to much data? Usually not. Usually the wasted CPU time is negligible.

But crypto software should be applied to all communication.

Crypto that’s too slow ⇒ fewer users ⇒ fewer cryptanalysts ⇒ less attractive for everybody.

Typical situation:

$X$ is a cryptographic system.

You have written a (const-time) reference implementation of $X$.

You want (const-time) software that computes $X$ as efficiently as possible.

You have chosen a target CPU. (Can repeat for other CPUs.)

You measure performance of the implementation. Now what?

A simplified example

Target CPU: TI LM4F120H5QR microcontroller containing one ARM Cortex-M4F core.

Reference implementation:

```c
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```
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You want (const-time) software that computes $X$ as efficiently as possible.
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Target CPU: TI LM4F120H5QR microcontroller containing one ARM Cortex-M4F core.

Reference implementation:

```c
int sum(int *x) {
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```

Counting cycles:

```c
static volatile unsigned int *const DWT_CYCCNT = (void *) 0xE0001004;
...
int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum - beforesum);
```

Output shows 8012 cycles.
Change 1000 to 500: 4012.
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Reference implementation:

```c
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```

Counting cycles:

```c
static volatile unsigned int *const DWT_CYCCNT = (void *) 0xE0001004;
...
int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum-beforesum);
```

Output shows 8012 cycles.
Change 1000 to 500: 4012.
A simplified example
Target CPU: TI LM4F120H5QR microcontroller containing one ARM Cortex-M4F core.

Reference implementation:

```c
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```

Counting cycles:

```c
static volatile unsigned int
const DWT_CYCCNT
= (void *) 0xE0001004;
...
int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum - beforesum);
Output shows 8012 cycles.
Change 1000 to 500: 4012.
```
A simplified example

Target CPU: TI LM4F120H5QR microcontroller containing one ARM Cortex-M4F core.

Reference implementation:

```c
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```

Counting cycles:

```c
static volatile unsigned int *const DWT_CYCCNT = (void *) 0xE0001004;
...
int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum - beforesum);
```

Output shows 8012 cycles.

Change 1000 to 500: 4012.

“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”
A simplified example

Target CPU: TI LM4F120H5QR microcontroller containing one ARM Cortex-M4F core.

Reference implementation:

```c
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```

Counting cycles:

```c
static volatile unsigned int *const DWT_CYCCNT = (void *) 0xE0001004;
...
int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum - beforesum);
```

Output shows 8012 cycles.
Change 1000 to 500: 4012.

“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”
A simplified example

Target CPU: TI LM4F120H5QR microcontroller containing one ARM Cortex-M4F core.

Reference implementation:

```c
int sum(int *x)
{
    int result = 0;
    int i;
    for (i = 0; i < 1000; ++i)
        result += x[i];
    return result;
}
```

Counting cycles:

```c
static volatile unsigned int *const DWT_CYCCNT = (void *) 0xE0001004;
...
int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum - beforesum);
```

Output shows 8012 cycles.

Change 1000 to 500: 4012.

“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”
Counting cycles:

```c
static volatile unsigned int
    *const DWT_CYCCNT
    = (void *) 0xE0001004;
```

```c
... int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n",
    result,aftersum-beforesum);
Output shows 8012 cycles.
Change 1000 to 500: 4012.
```

“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”
Counting cycles:

```c
static volatile unsigned int
  *const DWT_CYCCNT
  = (void *) 0xE0001004;
...

int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n",
    result,aftersum-beforesum);
```

Output shows 8012 cycles.
Change 1000 to 500: 4012.

“Okay, 8 cycles per addition.
Um, are microcontrollers really this slow at addition?”

Bad practice:
Apply random “optimizations” (and tweak compiler options) until you get bored.
Keep the fastest results.
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static volatile unsigned int
  *const DWT_CYCCNT
  = (void *) 0xE0001004;
...

int beforesum = *DWT_CYCCNT;
int result = sum(x);
int aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n",
    result,aftersum-beforesum);
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“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”

Bad practice:
Apply random “optimizations” (and tweak compiler options) until you get bored.
Keep the fastest results.

Good practice:
Figure out lower bound for cycles spent on arithmetic etc.
Understand gap between lower bound and observed time.
Counting cycles:

```c
static volatile unsigned int *
const DWT_CYCCNT = (void *) 0xE0001004;
```

```c
int beforesum = *DWT_CYCCNT;
int result = sum(x);
aftersum = *DWT_CYCCNT;
UARTprintf("sum %d %d\n", result, aftersum-beforesum);
```

Output shows 8012 cycles.

Change 1000 to 500: 4012.

“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”

Bad practice:
Apply random “optimizations” (and tweak compiler options) until you get bored.
Keep the fastest results.

Good practice:
Figure out lower bound for cycles spent on arithmetic etc.
Understand gap between lower bound and observed time.

Rely on Wikipedia comment that M4F = M4 + floating-point unit.
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Rely on Wikipedia comment that M4F = M4 + floating-point unit.
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Apply random “optimizations” (and tweak compiler options) until you get bored.
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“Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?”
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Manual says that Cortex-M4 “implements the ARMv7E-M architecture profile”.
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Bad practice:
Apply random “optimizations” (and tweak compiler options) until you get bored.
Keep the fastest results.

Good practice:
Figure out lower bound for cycles spent on arithmetic etc.
Understand gap between lower bound and observed time.


Manual says that Cortex-M4 “implements the ARMv7E-M architecture profile”.

Points to the “ARMv7-M Architecture Reference Manual”, which defines instructions: e.g., “ADD” for 32-bit addition.

First manual says that ADD takes just 1 cycle.
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Manual says that Cortex-M4 “implements the ARMv7E-M architecture profile”.

Points to the “ARMv7-M Architecture Reference Manual”, which defines instructions: e.g., “ADD” for 32-bit addition.

First manual says that ADD takes just 1 cycle.
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Points to the “ARMv7-M Architecture Reference Manual”, which defines instructions: e.g., “ADD” for 32-bit addition.

First manual says that ADD takes just 1 cycle.

Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.

Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.
Okay, 8 cycles per addition. Um, are microcontrollers really this slow at addition?

Bad practice: Apply random “optimizations” (and tweak compiler options) until you get bored. Keep the fastest results.

Good practice: Figure out lower bound for cycles spent on arithmetic etc. Understand gap between lower bound and observed time.


Points to the “ARMv7-M Architecture Reference Manual”, which defines instructions: e.g., “ADD” for 32-bit addition.

First manual says that ADD takes just 1 cycle.

Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.
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Each element of x array needs to be “loaded” into a register.
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First manual says that ADD takes just 1 cycle.

Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.
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Basic load instruction: LDR. Manual says 2 cycles but adds a note about “pipelining”. Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

Manual says that Cortex-M4 implements the ARMv7E-M architecture profile.

Point to the “ARMv7-M Architecture Reference Manual”, which defines instructions: e.g., “ADD” for 32-bit addition.

First manual says that ADD takes just 1 cycle.

Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.

Each element of x array needs to be “loaded” into a register.

Basic load instruction: LDR. Manual says 2 cycles but adds a note about “pipelining”.

Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

Lower bound for \( n \) LDR + \( n \) ADD: \( 2n + 1 \) cycles, including \( n \) cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating i.

First manual says that ADD takes just 1 cycle.

Inputs and output of ADD are "integer registers". ARMv7-M has 16 integer registers, including special-purpose "stack pointer" and "program counter". Each element of x array needs to be "loaded" into a register. Basic load instruction: LDR. Manual says 2 cycles but adds a note about "pipelining". Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

\[ n \text{ consecutive LDRs takes only } n + 1 \text{ cycles ("more multiple LDRs can be pipelined together")}. \]

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for \( n \text{ LDR} + n \text{ ADD} \): \[ 2n + 1 \text{ cycles}, \]

including \( n \) cycles of arithmetic.

Why observed time is higher:
non-consecutive LDRs; costs of manipulating i.
Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.

Each element of \( x \) array needs to be “loaded” into a register.

Basic load instruction: LDR. Manual says 2 cycles but adds a note about “pipelining”.

Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

\[ n \text{ consecutive LDRs takes only } n + 1 \text{ cycles (“more multiple LDRs can be pipelined together”).} \]

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for \( n \text{ LDR} + n \text{ ADD}: 2n + 1 \text{ cycles}, \)

including \( n \) cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating \( i \).
Inputs and output of ADD are “integer registers”. ARMv7-M has 16 integer registers, including special-purpose “stack pointer” and “program counter”.

Each element of x array needs to be “loaded” into a register.

Basic load instruction: LDR. Manual says 2 cycles but adds a note about “pipelining”.

Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

$n$ consecutive LDRs takes only $n + 1$ cycles ("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n \text{ LDR} + n \text{ ADD}$: $2n + 1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating $i$. 
Inputs and output of ADD are "integer registers". ARMv7-M has 16 integer registers, including special-purpose "stack pointer" and "program counter".

Each element of \( x \) array needs to be "loaded" into a register.

Basic load instruction: LDR. Manual says 2 cycles but adds a note about "pipelining".

More explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

\( n \) consecutive LDRs takes only \( n + 1 \) cycles ("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for \( n \) LDR + \( n \) ADD: \( 2n + 1 \) cycles, including \( n \) cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating \( i \).

```c
int sum(int *x)
{
    int result = 0;
    int *y = x + 1000;
    int x0,x1,x2,x3,x4,
x5,x6,x7,x8,x9;
    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
    }
    return result;
}
```
Inputs and output of ADD are "integer registers". ARMv7-M has 16 integer registers, including special-purpose "stack pointer" and "program counter".

Each element of \( x \) array needs to be "loaded" into a register.

Operation: LDR.

\(|n| \) consecutive LDRs takes only \( n + 1 \) cycles ("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for \( n \) LDR + \( n \) ADD: \( 2n + 1 \) cycles, including \( n \) cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating \( i \).

```c
int sum(int *x) {
    int result = 0;
    int *y = x + 1000;
    int x0,x1,x2,x3,x4,
        x5,x6,x7,x8,x9;
    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
        // More code...
    }
    return result;
}
```
Inputs and output of ADD are "integer registers". ARMv7-M has 16 integer registers, including special-purpose "stack pointer" and "program counter".

Each element of \( x \) array needs to be "loaded" into a register. Basic load instruction: LDR.

Manual says 2 cycles but adds a note about "pipelining". Then more explanation: if next instruction is also LDR (with address not based on first LDR) then it saves 1 cycle.

\( n \) consecutive LDRs takes only \( n + 1 \) cycles ("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for \( n \) LDR + \( n \) ADD: 2\( n \) + 1 cycles, including \( n \) cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating i.

```c
int sum(int *x)
{
int result = 0;

int *y = x + 1000;
int x0, x1, x2, x3, x4, x5, x6, x7, x8, x9;

while (x != y) {
    x0 = 0[(volatile int *)x];
    x1 = 1[(volatile int *)x];
    x2 = 2[(volatile int *)x];
    x3 = 3[(volatile int *)x];
    x4 = 4[(volatile int *)x];
    x5 = 5[(volatile int *)x];
    x6 = 6[(volatile int *)x];
    x7 = 7[(volatile int *)x];
    x8 = 8[(volatile int *)x];
    x9 = 9[(volatile int *)x];
}
}```
$n$ consecutive LDRs takes only $n + 1$ cycles ("more multiple LDRs can be pipelined together").

Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n$ LDR + $n$ ADD: $2n + 1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher: non-consecutive LDRs; costs of manipulating $i$.

```c
int sum(int *x)
{
  int result = 0;
  int *y = x + 1000;
  int x0, x1, x2, x3, x4,
      x5, x6, x7, x8, x9;
  while (x != y) {
    x0 = 0[(volatile int *)x];
    x1 = 1[(volatile int *)x];
    x2 = 2[(volatile int *)x];
    x3 = 3[(volatile int *)x];
    x4 = 4[(volatile int *)x];
    x5 = 5[(volatile int *)x];
    x6 = 6[(volatile int *)x];
  }
}```
n consecutive LDRs
takes only \( n + 1 \) cycles
(more multiple LDRs can be pipelined together).

Can achieve this speed in other ways (LDRD, LDM)
but nothing seems faster.

Lower bound for \( n \) LDR + \( n \) ADD:
\( 2n + 1 \) cycles,
including \( n \) cycles of arithmetic.

Why observed time is higher:
non-consecutive LDRs;
costs of manipulating \( i \).

```c
int sum(int *x)
{
    int result = 0;
    int *y = x + 1000;
    int x0, x1, x2, x3, x4,
        x5, x6, x7, x8, x9;

    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
        x7 = 7[(volatile int *)x];
        x8 = 8[(volatile int *)x];
        x9 = 9[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        result += x8;
        result += x9;
        x0 = 10[(volatile int *)x];
        x1 = 11[(volatile int *)x];
    }
    return result;
}
```
consecutive LDRs takes only $n + 1$ cycles ("more multiple LDRs can be pipelined together"). Can achieve this speed in other ways (LDRD, LDM) but nothing seems faster.

Lower bound for $n \text{LDR} + n \text{ADD}$: $2n + 1$ cycles, including $n$ cycles of arithmetic.

Why observed time is higher:
non-consecutive LDRs;
costs of manipulating $i$.

---

```c
int sum(int *x)
{
    int result = 0;
    int *y = x + 1000;
    int x0, x1, x2, x3, x4,
    x5, x6, x7, x8, x9;

    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        x0 = 10[(volatile int *)x];
        x1 = 11[(volatile int *)x];
    }
}
```
37. int sum(int *x)
{
    int result = 0;
    int *y = x + 1000;
    int x0,x1,x2,x3,x4,
           x5,x6,x7,x8,x9;

    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
        x7 = 7[(volatile int *)x];
        x8 = 8[(volatile int *)x];
        x9 = 9[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        result += x8;
        result += x9;
        x0 = 10[(volatile int *)x];
        x1 = 11[(volatile int *)x];
    }
}
int sum(int *x)
{
    int result = 0;
    int *y = x + 1000;
    int x0, x1, x2, x3, x4, x5, x6, x7, x8, x9;

    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
        x7 = 7[(volatile int *)x];
        x8 = 8[(volatile int *)x];
        x9 = 9[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        result += x8;
        result += x9;
        x0 = 10[(volatile int *)x];
        x1 = 11[(volatile int *)x];
    }
}
int sum(int *x) {
    int result = 0;
    int *y = x + 1000;
    int x0, x1, x2, x3, x4,
        x5, x6, x7, x8, x9;

    while (x != y) {
        x0 = 0[(volatile int *)x];
        result += x0;
        x1 = 1[(volatile int *)x];
        result += x1;
        x2 = 2[(volatile int *)x];
        result += x2;
        x3 = 3[(volatile int *)x];
        result += x3;
        x4 = 4[(volatile int *)x];
        result += x4;
        x5 = 5[(volatile int *)x];
        result += x5;
        x6 = 6[(volatile int *)x];
        result += x6;
        x7 = 7[(volatile int *)x];
        result += x7;
        x8 = 8[(volatile int *)x];
        result += x8;
        x9 = 9[(volatile int *)x];
        result += x9;
        x0 = 10[(volatile int *)x];
        result += x0;
        x1 = 11[(volatile int *)x];
        result += x1;
        x2 = 12[(volatile int *)x];
        result += x2;
        x3 = 13[(volatile int *)x];
        result += x3;
        x4 = 14[(volatile int *)x];
        result += x4;
        x5 = 15[(volatile int *)x];
        result += x5;
        x6 = 16[(volatile int *)x];
        result += x6;
        x7 = 17[(volatile int *)x];
        result += x7;
        x8 = 18[(volatile int *)x];
        result += x8;
        x9 = 19[(volatile int *)x];
        result += x9;
        x0 = 20[(volatile int *)x];
        result += x0;
    }
    return result;
}
int sum(int *x) {
    int result = 0;
    int *y = x + 1000;
    int x0, x1, x2, x3, x4, x5, x6, x7, x8, x9;
    while (x != y) {
        x0 = *(volatile int *)x;
        x1 = *(volatile int *)x;
        x2 = *(volatile int *)x;
        x3 = *(volatile int *)x;
        x4 = *(volatile int *)x;
        x5 = *(volatile int *)x;
        x6 = *(volatile int *)x;
        x7 = *(volatile int *)x;
        x8 = *(volatile int *)x;
        x9 = *(volatile int *)x;
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        result += x8;
        result += x9;
        x0 = *(volatile int *)x;
        x1 = *(volatile int *)x;
        x2 = *(volatile int *)x;
        x3 = *(volatile int *)x;
        x4 = *(volatile int *)x;
        x5 = *(volatile int *)x;
        x6 = *(volatile int *)x;
        x7 = *(volatile int *)x;
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        x0 = *(volatile int *)x;
        x1 = *(volatile int *)x;
        x2 = *(volatile int *)x;
        x3 = *(volatile int *)x;
        x4 = *(volatile int *)x;
        x5 = *(volatile int *)x;
        x6 = *(volatile int *)x;
        x7 = *(volatile int *)x;
        result += x0;
        result += x1;
        x0 = *(volatile int *)x;
    }
    return result;
}
```c
int sum(int *x)
{
    int result = 0;
    int *y = x + 1000;
    int x0, x1, x2, x3, x4,
        x5, x6, x7, x8, x9;
    while (x != y) {
        x0 = 0[(volatile int *)x];
        x1 = 1[(volatile int *)x];
        x2 = 2[(volatile int *)x];
        x3 = 3[(volatile int *)x];
        x4 = 4[(volatile int *)x];
        x5 = 5[(volatile int *)x];
        x6 = 6[(volatile int *)x];
        x7 = 7[(volatile int *)x];
        x8 = 8[(volatile int *)x];
        x9 = 9[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        result += x8;
        result += x9;
        x0 = 10[(volatile int *)x];
        x1 = 11[(volatile int *)x];
        x2 = 12[(volatile int *)x];
        x3 = 13[(volatile int *)x];
        x4 = 14[(volatile int *)x];
        x5 = 15[(volatile int *)x];
        x6 = 16[(volatile int *)x];
        x7 = 17[(volatile int *)x];
        x8 = 18[(volatile int *)x];
        x9 = 19[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        x2 = 12[(volatile int *)x];
        x3 = 13[(volatile int *)x];
        x4 = 14[(volatile int *)x];
        x5 = 15[(volatile int *)x];
        x6 = 16[(volatile int *)x];
        x7 = 17[(volatile int *)x];
        x8 = 18[(volatile int *)x];
        x9 = 19[(volatile int *)x];
        result += x0;
        result += x1;
        result += x2;
        result += x3;
        result += x4;
        result += x5;
        result += x6;
        result += x7;
        result += x8;
        result += x9;
    }
    return result;
}
```
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
return result;
x7 = 7[(volatile int *)x];
x8 = 8[(volatile int *)x];
x9 = 9[(volatile int *)x];
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
x0 = 10[(volatile int *)x];
x1 = 11[(volatile int *)x];
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
}
return result;
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
}
return result;
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
}
return result;
}
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
}
return result;
}
2526 cycles. Even better in asm.
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
}
return result;

2526 cycles. Even better in asm.

Wikipedia: “By the late 1990s for even performance sensitive code, optimizing compilers exceeded the performance of human experts.”
x2 = 12[(volatile int *)x];
x3 = 13[(volatile int *)x];
x4 = 14[(volatile int *)x];
x5 = 15[(volatile int *)x];
x6 = 16[(volatile int *)x];
x7 = 17[(volatile int *)x];
x8 = 18[(volatile int *)x];
x9 = 19[(volatile int *)x];
x += 20;
result += x0;
result += x1;
result += x2;
result += x3;
result += x4;
result += x5;
result += x6;
result += x7;
result += x8;
result += x9;
}
return result;
}
2526 cycles. Even better in asm.

Wikipedia: “By the late 1990s for even performance sensitive code, optimizing compilers exceeded the performance of human experts.” — [citation needed]