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Prelude: What is the fastest algorithm to sort an array?
def blindsort(x):
while not issorted(x):
permuterandomly(x)
def bubblesort(x):

```
for j in range(len(x)):
    for i in reversed(range(j)):
        x[i],x[i+1] = (
        min(x[i],x[i+1]),
        max(x[i],x[i+1])
    )
```

bubblesort takes poly time. $\Theta\left(n^{2}\right)$ comparisons.
Huge speedup over blindsort!
Is this the end of the story?
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def bubblesort(x):

$$
\begin{aligned}
& \text { for } j \text { in range }(\text { len }(x)) \text { : } \\
& \text { for } i \text { in reversed(range }(j)) \text { : } \\
& \qquad \begin{array}{l}
x[i], x[i+1]=( \\
\\
\quad \min (x[i], x[i+1]) \\
\\
\max (x[i], x[i+1])
\end{array}
\end{aligned}
$$
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Analogous: What is the fastest algorithm to factor integers?

Shor's algorithm takes poly time. Huge speedup over NFS!
$b^{2}(\log b)^{1+o(1)}$ qubit operations to factor $b$-bit integer, using standard subroutines for fast integer arithmetic.

Is this the end of the story? No, still not optimal.
"Shor's algorithm: the bubble sort of integer factorization."
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Analogous: What is the fastest algorithm to factor integers?

Shor's algorithm takes poly time. Huge speedup over NFS!
$b^{2}(\log b)^{1+o(1)}$ qubit operations to factor $b$-bit integer, using standard subroutines for fast integer arithmetic.

## Is this the end of the story?

No, still not optimal.

"Shor's algorithm: the bubble sort of integer factorization."

## A simple exercise to illustrate

## suboptimality of Shor's algorithm:

$$
\text { Find a prime divisor of }\left\lfloor 10^{3009} \pi\right\rfloor \text {. }
$$
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- Maybe need one factor.
- Maybe need all factors.
- Maybe factors are small.
- Maybe factors are large.
- Maybe there are many inputs.
- Maybe inputs in superposition.

Important variations in metrics (even assuming perfect devices):

- Qubits.
- Area (" $A$ ", including wire area).
- Qubit operations ("gates").
- Depth.
- Time ("T": latency).
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for a random elliptic curve $E$.
Gal Dor suggests unifying Grover+ECM with Shor: e.g., compute es $P$ on $E(\mathbf{Z} / N)$ where $e$ is superposition of scalars, $s$ is smooth scalar,
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A different way to improve randomness of factorizations in Shor's algorithm: replace group $(\mathbf{Z} / N)^{*}$ with $E(\mathbf{Z} / N)$
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Open: What are minimum costs for this unification?

