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<td>Dumer</td>
</tr>
<tr>
<td>1991</td>
<td>Coffey–Goodman–Farrell</td>
</tr>
<tr>
<td>1993</td>
<td>Chabanne–Courteau</td>
</tr>
<tr>
<td>1993</td>
<td>Chabaud</td>
</tr>
<tr>
<td>1994</td>
<td>van Tilburg</td>
</tr>
<tr>
<td>1994</td>
<td>Canteaut–Chabanne</td>
</tr>
<tr>
<td>1998</td>
<td>Canteaut–Chabaud</td>
</tr>
<tr>
<td>1998</td>
<td>Canteaut–Sendrier</td>
</tr>
<tr>
<td>2008</td>
<td>Bernstein–Lange–Peters</td>
</tr>
<tr>
<td>2009</td>
<td>Bernstein–Lange–Peters–van Tilborg</td>
</tr>
<tr>
<td>2009</td>
<td>Bernstein (post-quantum)</td>
</tr>
<tr>
<td>2009</td>
<td>Finiasz–Sendrier</td>
</tr>
<tr>
<td>2010</td>
<td>Bernstein–Lange–Peters</td>
</tr>
<tr>
<td>2011</td>
<td>May–Meurer–Thomae</td>
</tr>
<tr>
<td>2011</td>
<td>Becker–Coron–Joux</td>
</tr>
<tr>
<td>2012</td>
<td>Becker–Joux–May–Meurer</td>
</tr>
<tr>
<td>2013</td>
<td>Bernstein–Jeffery–Lange–Meurer (post-quantum)</td>
</tr>
<tr>
<td>2015</td>
<td>May–Ozerov</td>
</tr>
</tbody>
</table>
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What is a quantum computer?

Quantum computer type 1 (QC1):
- stores many “qubits”;
- can efficiently perform “Hadamard gate”, “T gate”, “controlled NOT gate”.

Making these instructions work is the main goal of quantum-computer engineering.

Combine these instructions to compute “Toffoli gate”; ...
- “Simon’s algorithm”;
- “Shor’s algorithm”;
- “Grover’s algorithm”; etc.
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Quantum computer type 1 (QC1): stores many "qubits"; can efficiently perform "Hadamard gate", "T gate", "controlled NOT gate". Making these instructions work is the main goal of quantum-computer engineering.

Instructions work of quantum-computer engineering.

Instructions: "Toffoli gate"; "Simon's algorithm"; "Shor's algorithm"; "Grover's algorithm"; etc.
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Quantum computer type 3 (QC3): efficiently computes anything that any physical computer can compute efficiently.

General belief: any QC2 is a QC3. Argument for belief: any physical computer must follow the laws of quantum physics, so a QC2 can efficiently simulate any physical computer.

General belief: any QC3 is a QC1. Argument for belief: look, we’re building a QC1.