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Rewind to 2012 Gaudry-Schost: "the computation took more than 1,000,000 CPU hours".

The Gaudry-Schost motivation:
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The Gaudry-Schost motivation:


Inputs:
$\left(x_{2}: y_{2}:\right.$
$\left(x_{3}: y_{3}:\right.$
$\left(x_{1}: y_{1}\right.$ :
This dia $\left(x_{4}: y_{4}\right.$ : $\left(x_{5}: y_{5}:\right.$
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The Gaudry-Schost motivation:


Inputs: "squared $\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for

This diagram com $\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for

The Gaudry-Schost motivation:
ago \&
hoven
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Inputs: "squared $\theta$ coordina $\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$, $\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$, $\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}$

This diagram computes
$\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $Q_{4}=2 Q$ $\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for $Q_{5}=Q_{3}$

The Gaudry-Schost motivation:


Inputs: "squared $\theta$ coordinates"
$\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$,
$\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$,
$\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}-Q_{2}$.
This diagram computes $\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $Q_{4}=2 Q_{2}$, $\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for $Q_{5}=Q_{3}+Q_{2}$.

The Gaudry-Schost motivation:


Inputs: "squared $\theta$ coordinates" $\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$, $\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$, $\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}-Q_{2}$.

This diagram computes $\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $Q_{4}=2 Q_{2}$, $\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for $Q_{5}=Q_{3}+Q_{2}$.

Just 14 mults for $Q_{4}$ (1986 Chudnovsky-Chudnovsky). Huge speedup if constants $\left(\frac{1}{a^{2}}: \frac{1}{b^{2}}: \frac{1}{c^{2}}: \frac{1}{d^{2}}\right)$ etc. are small.

The Gaudry-Schost motivation:


Inputs: "squared $\theta$ coordinates" $\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$, $\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$, $\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}-Q_{2}$.

This diagram computes $\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $Q_{4}=2 Q_{2}$, $\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for $Q_{5}=Q_{3}+Q_{2}$.

Just 14 mults for $Q_{4}$ (1986 Chudnovsky-Chudnovsky). Huge speedup if constants $\left(\frac{1}{a^{2}}: \frac{1}{b^{2}}: \frac{1}{c^{2}}: \frac{1}{d^{2}}\right)$ etc. are small. Just 25 mults for $Q_{4}, Q_{5}$ (2006 Gaudry) after $Q_{1}$ precomp.
dry-Schost motivation:


Inputs: "squared $\theta$ coordinates"
$\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$,
$\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$,
$\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}-Q_{2}$.
This diagram computes
$\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $Q_{4}=2 Q_{2}$,
$\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for $Q_{5}=Q_{3}+Q_{2}$.
Just 14 mults for $Q_{4}$
(1986 Chudnovsky-Chudnovsky).
Huge speedup if constants $\left(\frac{1}{a^{2}}: \frac{1}{b^{2}}: \frac{1}{c^{2}}: \frac{1}{d^{2}}\right)$ etc. are small. Just 25 mults for $Q_{4}, Q_{5}$
(2006 Gaudry) after $Q_{1}$ precomp.
$\left(x_{i}: y_{i}:\right.$ original $4 E^{2} x y z$ $-F$ $-H$
where
$A^{2}=a^{2}$
$B^{2}=a^{2}$
$C^{2}=a^{2}$
$D^{2}=a^{2}$
$F=\left(a^{4}\right.$
$G=\left(a^{4}\right.$
$H=\left(a^{4}\right.$
$E^{2}=F^{2}$
st motivation:


Hadamard


$\cdot \frac{1}{z_{1}}$
$\begin{array}{cc}\downarrow & \downarrow \\ z_{5} & t_{5}\end{array}$

Inputs: "squared $\theta$ coordinates"
$\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$,
$\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$,
$\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}-Q_{2}$.
This diagram computes
$\left(x_{4}: y_{4}: z_{4}: t_{4}\right)$ for $Q_{4}=2 Q_{2}$,
$\left(x_{5}: y_{5}: z_{5}: t_{5}\right)$ for $Q_{5}=Q_{3}+Q_{2}$.
Just 14 mults for $Q_{4}$
(1986 Chudnovsky-Chudnovsky).
Huge speedup if constants
$\left(\frac{1}{a^{2}}: \frac{1}{b^{2}}: \frac{1}{c^{2}}: \frac{1}{d^{2}}\right)$ etc. are small.
Just 25 mults for $Q_{4}, Q_{5}$
(2006 Gaudry) after $Q_{1}$ precomp.
$\left(x_{i}: y_{i}: z_{i}: t_{i}\right)$ are original Kummer s $4 E^{2} x y z t=\left(\left(x^{2}+\right.\right.$

$$
-F(x t+y z)
$$

$$
-H(x y+z t)
$$

where
$A^{2}=a^{2}+b^{2}+c$
$B^{2}=a^{2}+b^{2}-c$
$C^{2}=a^{2}-b^{2}+c$
$D^{2}=a^{2}-b^{2}-c$
$F=\left(a^{4}-b^{4}-c^{4}+\right.$
$G=\left(a^{4}-b^{4}+c^{4}-\right.$
$H=\left(a^{4}+b^{4}-c^{4}-\right.$
$E^{2}=F^{2}+G^{2}+$

```
#
```


$\left(x_{2}: y_{2}: z_{2}: t_{2}\right)$ for $Q_{2}$,
$\left(x_{3}: y_{3}: z_{3}: t_{3}\right)$ for $Q_{3}$,
$\left(x_{1}: y_{1}: z_{1}: t_{1}\right)$ for $Q_{1}=Q_{3}-Q_{2}$.

```

Inputs: "squared \(\theta\) coordinates"

This diagram computes
\(\left(x_{4}: y_{4}: z_{4}: t_{4}\right)\) for \(Q_{4}=2 Q_{2}\),
\(\left(x_{5}: y_{5}: z_{5}: t_{5}\right)\) for \(Q_{5}=Q_{3}+Q_{2}\).
Just 14 mults for \(Q_{4}\)
(1986 Chudnovsky-Chudnovsky).
Huge speedup if constants
\(\left(\frac{1}{a^{2}}: \frac{1}{b^{2}}: \frac{1}{c^{2}}: \frac{1}{d^{2}}\right)\) etc. are small.
Just 25 mults for \(Q_{4}, Q_{5}\)
(2006 Gaudry) after \(Q_{1}\) precomp.
\(\left(x_{i}: y_{i}: z_{i}: t_{i}\right)\) are points on original Kummer surface \(K\)
\[
\begin{gathered}
4 E^{2} x y z t=\left(\left(x^{2}+y^{2}+z^{2}\right.\right. \\
-F(x t+y z)-G(x z+ \\
-H(x y+z t))^{2}
\end{gathered}
\]
where
\[
\begin{aligned}
& A^{2}=a^{2}+b^{2}+c^{2}+d^{2}, \\
& B^{2}=a^{2}+b^{2}-c^{2}-d^{2}, \\
& C^{2}=a^{2}-b^{2}+c^{2}-d^{2}, \\
& D^{2}=a^{2}-b^{2}-c^{2}+d^{2}, \\
& F=\left(a^{4}-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}\right. \\
& G=\left(a^{4}-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}\right. \\
& H=\left(a^{4}+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}\right. \\
& E^{2}=F^{2}+G^{2}+H^{2}+F G H
\end{aligned}
\]

Inputs: "squared \(\theta\) coordinates" \(\left(x_{2}: y_{2}: z_{2}: t_{2}\right)\) for \(Q_{2}\), \(\left(x_{3}: y_{3}: z_{3}: t_{3}\right)\) for \(Q_{3}\), \(\left(x_{1}: y_{1}: z_{1}: t_{1}\right)\) for \(Q_{1}=Q_{3}-Q_{2}\).

This diagram computes \(\left(x_{4}: y_{4}: z_{4}: t_{4}\right)\) for \(Q_{4}=2 Q_{2}\), \(\left(x_{5}: y_{5}: z_{5}: t_{5}\right)\) for \(Q_{5}=Q_{3}+Q_{2}\).

Just 14 mults for \(Q_{4}\) (1986 Chudnovsky-Chudnovsky). Huge speedup if constants \(\left(\frac{1}{a^{2}}: \frac{1}{b^{2}}: \frac{1}{c^{2}}: \frac{1}{d^{2}}\right)\) etc. are small. Just 25 mults for \(Q_{4}, Q_{5}\) (2006 Gaudry) after \(Q_{1}\) precomp.
\(\left(x_{i}: y_{i}: z_{i}: t_{i}\right)\) are points on original Kummer surface \(K\) :
\[
\begin{gathered}
4 E^{2} x y z t=\left(\left(x^{2}+y^{2}+z^{2}+t^{2}\right)\right. \\
\quad-F(x t+y z)-G(x z+y t) \\
\quad-H(x y+z t))^{2}
\end{gathered}
\]
where
\(A^{2}=a^{2}+b^{2}+c^{2}+d^{2}\),
\(B^{2}=a^{2}+b^{2}-c^{2}-d^{2}\),
\(C^{2}=a^{2}-b^{2}+c^{2}-d^{2}\),
\(D^{2}=a^{2}-b^{2}-c^{2}+d^{2}\),
\(F=\left(a^{4}-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right)\),
\(G=\left(a^{4}-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right)\),
\(H=\left(a^{4}+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right)\),
\(E^{2}=F^{2}+G^{2}+H^{2}+F G H-4\).
"squared \(\theta\) coordinates"
\(\left.z_{2}: t_{2}\right)\) for \(Q_{2}\),
\(\left.z_{3}: t_{3}\right)\) for \(Q_{3}\),
\(\left.z_{1}: t_{1}\right)\) for \(Q_{1}=Q_{3}-Q_{2}\).
gram computes
\(\left.z_{4}: t_{4}\right)\) for \(Q_{4}=2 Q_{2}\),
\(\left.z_{5}: t_{5}\right)\) for \(Q_{5}=Q_{3}+Q_{2}\).
mults for \(Q_{4}\)
hudnovsky-Chudnovsky).
eedup if constants
\(\left.\frac{1}{c^{2}}: \frac{1}{d^{2}}\right)\) etc. are small.
mults for \(Q_{4}, Q_{5}\)
audry) after \(Q_{1}\) precomp.
\(\left(x_{i}: y_{i}: z_{i}: t_{i}\right)\) are points on
original Kummer surface \(K\) :
\[
\begin{gathered}
4 E^{2} x y z t=\left(\left(x^{2}+y^{2}+z^{2}+t^{2}\right)\right. \\
\quad-F(x t+y z)-G(x z+y t) \\
\quad-H(x y+z t))^{2}
\end{gathered}
\]
where
\(A^{2}=a^{2}+b^{2}+c^{2}+d^{2}\),
\(B^{2}=a^{2}+b^{2}-c^{2}-d^{2}\),
\(C^{2}=a^{2}-b^{2}+c^{2}-d^{2}\),
\(D^{2}=a^{2}-b^{2}-c^{2}+d^{2}\),
\(F=\left(a^{4}-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right)\),
\(G=\left(a^{4}-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right)\),
\(H=\left(a^{4}+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right)\),
\(E^{2}=F^{2}+G^{2}+H^{2}+F G H-4\).
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\section*{coordinates"}
\(Q_{2}\),
\(Q_{3}\),
\(Q_{1}=Q_{3}-Q_{2}\).
putes
\(Q_{4}=2 Q_{2}\),
\(Q_{5}=Q_{3}+Q_{2}\).
\(Q_{4}\)
-Chudnovsky).
onstants
etc. are small.
\(Q_{4}, Q_{5}\)
er \(Q_{1}\) precomp.
\(\left(x_{i}: y_{i}: z_{i}: t_{i}\right)\) are points on original Kummer surface \(K\) : \(4 E^{2} x y z t=\left(\left(x^{2}+y^{2}+z^{2}+t^{2}\right)\right.\) \(-F(x t+y z)-G(x z+y t)\) \(-H(x y+z t))^{2}\)
where
\(A^{2}=a^{2}+b^{2}+c^{2}+d^{2}\),
\(B^{2}=a^{2}+b^{2}-c^{2}-d^{2}\),
\(C^{2}=a^{2}-b^{2}+c^{2}-d^{2}\),
\(D^{2}=a^{2}-b^{2}-c^{2}+d^{2}\),
\(F=\left(a^{4}-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right)\),
\(G=\left(a^{4}-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right)\),
\(H=\left(a^{4}+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right)\),
\(E^{2}=F^{2}+G^{2}+H^{2}+F G H-4\).

Surface is from 18 Über die Flächen mit sechzehn sing
vom 18. \(A\)
Endlich möge hier noch werden, welche man mit der \(G\) men kann. Wählt man die vi singulären Tangentialebenen
\[
p=0, q=0
\]
als die Fundamentalebenen, also genen Coordinaten, und bezeic teren durch \(r\) und \(s\), so erbält chung:
\[
\begin{aligned}
& \text { 10., } \quad \phi^{2}=1 \\
& \text { wo } \\
& \\
& \phi=p^{2}+q^{2}+r^{2}+s^{2}+2 a(q \\
& K=a^{2}+b^{2}+c^{2}-2 a
\end{aligned}
\]
in welcher die sieben Constante auf die richtige Anzahl von drei \(C\) ist. Wählt man in dieser Fort Ausdrücke \(p, q, r\), s real, und d
\(\left(x_{i}: y_{i}: z_{i}: t_{i}\right)\) are points on
original Kummer surface \(K\) :
\[
\begin{gathered}
4 E^{2} x y z t=\left(\left(x^{2}+y^{2}+z^{2}+t^{2}\right)\right. \\
\quad-F(x t+y z)-G(x z+y t) \\
\quad-H(x y+z t))^{2}
\end{gathered}
\]
where
\(A^{2}=a^{2}+b^{2}+c^{2}+d^{2}\),
\(B^{2}=a^{2}+b^{2}-c^{2}-d^{2}\),
\(C^{2}=a^{2}-b^{2}+c^{2}-d^{2}\),
\(D^{2}=a^{2}-b^{2}-c^{2}+d^{2}\),
\(F=\left(a^{4}-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right)\),
\(G=\left(a^{4}-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right)\),
\(H=\left(a^{4}+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right)\),
\(E^{2}=F^{2}+G^{2}+H^{2}+F G H-4\).

\section*{Surface is from 1864 Kumm Über die Flächen vierten Gr, mit sechzehn singulären Pur}

\author{
vom 18. April 1864.
}

Endlich möge hier noch eine Formverände werden, welche man mit der Gleichung dieser Fl men kann. Wählt man die vier in der Form (4) singulären Tangentialebenen
\[
p=0, q=0, p^{\prime}=0, q^{\prime}=0
\]
als die Fundamentalebenen, also \(p, q, p^{\prime}, q^{\prime}\), als d genen Coordinaten, und bezeichnet demgemärs di teren durch \(r\) und \(s\), so erbält man folgende Fo chung:
\[
\begin{aligned}
& \text { 10., } \quad \phi^{2}=16 K p q r s, \\
& \text { wo } \\
& \phi=p^{2}+q^{2}+r^{2}+s^{2}+2 a(q r+p s)+2 b(r p+q s) \\
& K=a^{2}+b^{2}+c^{2}-2 a b c-1 .
\end{aligned}
\]
in welcher die sieben Constanten \(a, b, c, d, e, f\), auf die richtige Anzahl von drei Constanten \(a, b, c\) ist. Wählt man in dieser Form die Coefficienter Ausdrücke \(p, q, r\), s real, und die drei Constanten
\(\left(x_{i}: y_{i}: z_{i}: t_{i}\right)\) are points on original Kummer surface \(K\) :
\[
\begin{gathered}
4 E^{2} x y z t=\left(\left(x^{2}+y^{2}+z^{2}+t^{2}\right)\right. \\
\quad-F(x t+y z)-G(x z+y t) \\
-H(x y+z t))^{2}
\end{gathered}
\]
where
\(A^{2}=a^{2}+b^{2}+c^{2}+d^{2}\),
\(B^{2}=a^{2}+b^{2}-c^{2}-d^{2}\),
\(C^{2}=a^{2}-b^{2}+c^{2}-d^{2}\),
\(D^{2}=a^{2}-b^{2}-c^{2}+d^{2}\),
\(F=\left(a^{4}-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right)\),
\(G=\left(a^{4}-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right)\),
\(H=\left(a^{4}+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right)\),
\(E^{2}=F^{2}+G^{2}+H^{2}+F G H-4\).

Surface is from 1864 Kummer,
Über die Flächen vierten Grades mit sechzehn singulären Punkten:
vom 18. April 1864.
253
Endlich möge hier noch eine Formveränderung erwähnt werden, welche man mit der Gleichung dieser Flächen vornehmen kann. Wählt man die vier in der Form (4.) enthaltenen singulären Tangentialebenen
\[
p=0, q=0, p^{\prime}=0, q^{\prime}=0
\]
als die Fundamentalebenen, also \(p, q, p^{\prime}, q^{\prime}\), als die vier homogenen Coordinaten, und bezeichnet demgemäfs die beiden letzteren durch \(r\) und \(s\), so erbält man folgende Form der Gleichung:
\[
\begin{aligned}
& \text { 10., } \phi^{2}=16 \text { Kpqrs, } \\
& \text { wo } \\
& \phi=p^{2}+q^{2}+r^{2}+s^{2}+2 a(q r+p s)+2 b(r p+q s)+2 c(p q+r s) \\
& K=a^{2}+b^{2}+c^{2}-2 a b c-1 .
\end{aligned}
\]
in welcher die sieben Constanten \(a, b, c, d, c, f, k\) jener Form auf die richtige Anzahl von drei Constanten \(a, b, c\) eingeschränkt ist. Wählt man in dieser Form die Coefficienten der linearen Ausdrücke \(p, q, r\), s real, und die drei Constanten \(a, b, c\) eben-

\section*{\(\left.z_{i}: t_{i}\right)\) are points on}

Kummer surface \(K\) :
\(t=\left(\left(x^{2}+y^{2}+z^{2}+t^{2}\right)\right.\)
\((x t+y z)-G(x z+y t)\)
\((x y+z t))^{2}\)
\[
\begin{aligned}
& +b^{2}+c^{2}+d^{2}, \\
& +b^{2}-c^{2}-d^{2}, \\
& -b^{2}+c^{2}-d^{2}, \\
& -b^{2}-c^{2}+d^{2}, \\
& \left.-b^{4}-c^{4}+d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right), \\
& \left.-b^{4}+c^{4}-d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right), \\
& \left.+b^{4}-c^{4}-d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right), \\
& +G^{2}+H^{2}+F G H-4 .
\end{aligned}
\]

\section*{Surface is from 1864 Kummer,}

Über die Flächen vierten Grades mit sechzehn singulären Punkten:
vom 18. April 1864.
253
Endlich möge hier noch eine Formveränderung erwähnt werden, welche man mit der Gleichung dieser Flächen vornehmen kann. Wählt man die vier in der Form (4.) enthaltenen singulären Tangentialebenen
\[
p=0, q=0, p^{\prime}=0, q^{\prime}=0
\]
als die Fundamentalebenen, also \(p, q, p^{\prime}, q^{\prime}\), als die vier homogenen Coordinaten, und bezeichnet demgemäfs die beiden letzteren durch \(r\) und \(s\), so erhält man folgende Form der Gleichung:
\[
\begin{aligned}
& \text { 10., } \phi^{2}=16 \text { Kpqrs, } \\
& \text { wo } \\
& \phi=p^{2}+q^{2}+r^{2}+s^{2}+2 a(q r+p s)+2 b(r p+q s)+2 c(p q+r s) \\
& K=a^{2}+b^{2}+c^{2}-2 a b c-1 .
\end{aligned}
\]
in welcher die sieben Constanten \(a, b, c, d, c, f, k\) jener Form auf die richtige Anzahl von drei Constanten \(a, b, c\) eingeschränkt ist. Wählt man in dieser Form die Coefficienten der linearen Ausdrücke \(p, q, r\), s real, und die drei Constanten \(a, b, c\) eben-
points on
urface \(K\) :
\(\left.-y^{2}+z^{2}+t^{2}\right)\)
\(-G(x z+y t)\)
\()^{2}\)
\(2+d^{2}\)
\(2-d^{2}\),
\(2-d^{2}\),
\(2+d^{2}\),
\(\left.d^{4}\right) /\left(a^{2} d^{2}-b^{2} c^{2}\right)\),
\(\left.d^{4}\right) /\left(a^{2} c^{2}-b^{2} d^{2}\right)\),
\(\left.d^{4}\right) /\left(a^{2} b^{2}-c^{2} d^{2}\right)\),
\(H^{2}+F G H-4\).

Surface is from 1864 Kummer, Über die Flächen vierten Grades mit sechzehn singulären Punkten:
vom 18. April 1864.
253
Endlich möge hier noch eine Formveränderung erwähnt werden, welche man mit der Gleichung dieser Flächen vornehmen kann. Wählt man die vier in der Form (4.) enthaltenen singulären Tangentialebenen
\[
p=0, q=0, p^{\prime}=0, q^{\prime}=0
\]
als die Fundamentalebenen, also \(p, q, p^{\prime}, q^{\prime}\), als die vier homogenen Coordinaten, und bezeichnet demgemäfs die beiden letzteren durch \(r\) und \(s\), so erhält man folgende Form der Gleichung:
\[
\begin{aligned}
& \text { 10., } \phi^{2}=16 \text { Kpqrs } \\
& \text { wo } \\
& \phi=p^{2}+q^{2}+r^{2}+s^{2}+2 a(q r+p s)+2 b(r p+q s)+2 c(p q+r s) \\
& K=a^{2}+b^{2}+c^{2}-2 a b c-1 .
\end{aligned}
\]
in welcher die sieben Constanten \(a, b, c, d, e, f, k\) jener Form auf die richtige Anzahl von drei Constanten \(a, b, c\) eingeschränkt ist. Wählt man in dieser Form die Coefficienten der linearen Ausdrücke \(p, q, r, s\) real, und die drei Constanten \(a, b, c\) eben-
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\(c^{2}=\sqrt{\frac{\lambda \mu}{\nu}}, a^{2}=\frac{b^{2} c^{2} \nu}{\mu}, d^{2}=1\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots \(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).

\section*{Scholten with fast Kummer?}

Given Scholten curve, compute corresponding original Kummer surface \(K\) :

Factor \(g\) into linear factors.
By linear-fractional transformation move to twisted Rosenhain form \(\delta y^{2}=x(x-1)(x-\lambda)(x-\mu)(x-\nu)\).

Compute
\(b^{2}=\sqrt{\frac{\mu(\mu-1)(\lambda-\nu)}{\nu(\nu-1)(\lambda-\mu)}}\),
\(c^{2}=\sqrt{\frac{\lambda \mu}{\nu}}, a^{2}=\frac{b^{2} c^{2} \nu}{\mu}, d^{2}=1\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots \(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).

Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

\section*{Scholten with fast Kummer?}

Given Scholten curve, compute corresponding original Kummer surface \(K\) :

Factor \(g\) into linear factors.
By linear-fractional transformation move to twisted Rosenhain form \(\delta y^{2}=x(x-1)(x-\lambda)(x-\mu)(x-\nu)\).

Compute
\(b^{2}=\sqrt{\frac{\mu(\mu-1)(\lambda-\nu)}{\nu(\nu-1)(\lambda-\mu)}}\),
\(c^{2}=\sqrt{\frac{\lambda \mu}{\nu}}, a^{2}=\frac{b^{2} c^{2} \nu}{\mu}, d^{2}=1\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots \(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).

Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.

\section*{with fast Kummer?}
cholten curve,
corresponding
Kummer surface \(K\) :
into linear factors.
r-fractional transformation twisted Rosenhain form \((x-1)(x-\lambda)(x-\mu)(x-\nu)\).
\(\frac{\mu(\mu-1)(\lambda-\nu)}{\nu(\nu-1)(\lambda-\mu)}\),
\(\frac{\overline{\lambda \mu}}{\nu}, a^{2}=\frac{b^{2} c^{2} \nu}{\mu}, d^{2}=1\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots
\(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.

Lifting t
\(\mathbf{F}_{p^{2}}=\mathbf{F}\) small so

\section*{Kummer?}
rve,
ding
urface \(K\) :
r factors.
I transformation osenhain form
\(\lambda)(x-\mu)(x-\nu)\).
\(\overline{\overline{\lambda-\nu)}}\),
\(\frac{b^{2} c^{2} \nu}{\mu}, d^{2}=1\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots
\(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.

Lifting to \(\mathbf{Q}(\sqrt{\Delta})\)
\(\mathbf{F}_{p^{2}}=\boldsymbol{F}_{p}(\sqrt{\Delta})\) fo small squarefree i

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots
\(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.
\(\underline{\text { Lifting to } \mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}}\)
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\)

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots \(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots \(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).

As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\); \(g \in \mathbf{Q}(\sqrt{\Delta})[z]\); and \(\lambda, \mu, \nu \in \mathbf{Q}\).

Take \(s_{1}, s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1, with \(s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\) distinct.
\(-s_{1}^{2} s_{2}^{2} s_{3}^{2}\) has norm 1.
Write it as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
Define \(s=-r\left(s_{1}+s_{2}+s_{3}\right)\).
Take any \(\beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\) with \((\bar{\beta} / \beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
Then \(g\) has 6 distinct roots \(\left(1 \pm s_{j}\right) /\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
Hope that \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
i.e., \(\sqrt{\frac{\lambda \mu}{\nu}}, \sqrt{\cdots} \in \mathbf{F}_{p}\).

Pray for small height.

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).

As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\); \(g \in \mathbf{Q}(\sqrt{\Delta})[z]\); and \(\lambda, \mu, \nu \in \mathbf{Q}\).
\(\lambda, \mu, \nu\) are small.
Maybe the square roots exist, giving small \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).

Or maybe there's an obstruction.
\(s_{2}, s_{3} \in \mathbf{F}_{p^{2}}\), norm 1 , \(s_{2}^{2}, s_{3}^{2}\) distinct.

\section*{has norm 1.}
as \(\bar{r} / r\) with \(r \in \mathbf{F}_{p^{2}}^{*}\).
\(=-r\left(s_{1}+s_{2}+s_{3}\right)\).
\(y \beta \in \mathbf{F}_{p^{2}}-\mathbf{F}_{p}\)
\(\beta)^{2} \notin\left\{s_{1}^{2}, s_{2}^{2}, s_{3}^{2}\right\}\).
has 6 distinct roots
\(/\left(\bar{\beta} \pm \beta s_{j}\right) \in \mathbf{F}_{p}\).
at \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{F}_{p}\);
\(\frac{\mu}{\nu}, \sqrt{\cdots} \in \mathbf{F}_{p}\).
small height.

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).

As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\);
\(g \in \mathbf{Q}(\sqrt{\Delta})[z] ;\) and \(\lambda, \mu, \nu \in \mathbf{Q}\).
\(\lambda, \mu, \nu\) are small.
Maybe the square roots exist, giving small \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).

Or maybe there's an obstruction.

For each
We triec
\(p^{2}\), norm 1, inct.
1.
h \(r \in \mathbf{F}_{p^{2}}^{*}\).
\(\left.+s_{2}+s_{3}\right)\).
\(-F_{p}\)
\(\left., s_{2}^{2}, s_{3}^{2}\right\}\).
inct roots
\(\in \mathbf{F}_{p}\).
\(c^{2}, d^{2} \in \mathbf{F}_{p} ;\)
\(\mathbf{F}_{p}\).
sht.

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).
As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\);
\(g \in \mathbf{Q}(\sqrt{\Delta})[z] ;\) and \(\lambda, \mu, \nu \in \mathbf{Q}\).
\(\lambda, \mu, \nu\) are small.
Maybe the square roots exist, giving small \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).

Or maybe there's an obstruction.

For each small qu
We tried all small
\(\underline{\text { Lifting to } \mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}}\)
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).

As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\);
\(g \in \mathbf{Q}(\sqrt{\Delta})[z]\); and \(\lambda, \mu, \nu \in \mathbf{Q}\).
\(\lambda, \mu, \nu\) are small.
Maybe the square roots exist,
giving small \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).
Or maybe there's an obstruction.

For each small quadratic fie We tried all small \(s_{1}, s_{2}, s_{3}\).

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many small squarefree integers \(\Delta\).

Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).

As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\); \(g \in \mathbf{Q}(\sqrt{\Delta})[z] ;\) and \(\lambda, \mu, \nu \in \mathbf{Q}\).
\(\lambda, \mu, \nu\) are small.
Maybe the square roots exist, giving small \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).

Or maybe there's an obstruction.

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).

\section*{Lifting to \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(\mathbf{F}_{p^{2}}=\mathbf{F}_{p}(\sqrt{\Delta})\) for many
small squarefree integers \(\Delta\).
Take, say, \(\beta=\sqrt{\Delta}\).
Take small norm-1 elements \(s_{1}, s_{2}, s_{3} \in \mathbf{Q}(\sqrt{\Delta})\).

As before define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\); \(g \in \mathbf{Q}(\sqrt{\Delta})[z] ;\) and \(\lambda, \mu, \nu \in \mathbf{Q}\).
\(\lambda, \mu, \nu\) are small.
Maybe the square roots exist, giving small \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).

Or maybe there's an obstruction.

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).
For, e.g., \(\Delta=-67\) found that
\[
\begin{aligned}
& s_{1}=(-17143+96 \sqrt{\Delta}) / 17161, \\
& s_{2}=(189+32 \sqrt{\Delta}) / 323, \\
& s_{3}=(333-40 \sqrt{\Delta}) / 467
\end{aligned}
\]
produced Scholten curve
\[
\begin{aligned}
y^{2}= & (x-16 / 3)(x+3 / 1072) \\
& (x-1 / 16)(x+16 / 67) \\
& (x+1 / 20)(x-20 / 67)
\end{aligned}
\]
with Kummer surface
\(a^{2}=194769, b^{2}=126939\),
\(c^{2}=64009, d^{2}=126939\).

\section*{- \(\mathbf{Q}(\sqrt{\Delta}) / \mathbf{Q}\)}
\(p(\sqrt{\Delta})\) for many uarefree integers \(\Delta\).
\(\mathrm{y}, \beta=\sqrt{\Delta}\).
all norm-1 elements
\(\in \mathbf{Q}(\sqrt{\Delta})\).
e define \(r, s \in \mathbf{Q}(\sqrt{\Delta})\);
\(\sqrt{\Delta})[z]\); and \(\lambda, \mu, \nu \in \mathbf{Q}\).
re small.
he square roots exist, nall \(a^{2}, b^{2}, c^{2}, d^{2} \in \mathbf{Q}\).
e there's an obstruction.

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).
For, e.g., \(\Delta=-67\) found that
\(s_{1}=(-17143+96 \sqrt{\Delta}) / 17161\),
\(s_{2}=(189+32 \sqrt{\Delta}) / 323\),
\(s_{3}=(333-40 \sqrt{\Delta}) / 467\)
produced Scholten curve
\[
\begin{aligned}
y^{2}= & (x-16 / 3)(x+3 / 1072) \\
& (x-1 / 16)(x+16 / 67) \\
& (x+1 / 20)(x-20 / 67)
\end{aligned}
\]
with Kummer surface
\(a^{2}=194769, b^{2}=126939\),
\(c^{2}=64009, d^{2}=126939\).

Found \(n\) for vario
\(\Rightarrow\) thous \(\# E\left(\mathbf{F}_{p^{2}}\right.\)
\[
\begin{aligned}
& \mathbf{Q} \\
& \text { r many } \\
& \text { itegers } \Delta \text {. } \\
& \text { s. } \\
& 1 \text { elements } \\
& s \in \mathbf{Q}(\sqrt{\Delta}) \text {; } \\
& \text { id } \lambda, \mu, \nu \in \mathbf{Q} \text {. }
\end{aligned}
\]
roots exist,
\[
c^{2}, d^{2} \in \mathbf{Q}
\]
an obstruction.

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).
For, e.g., \(\Delta=-67\) found that
\(s_{1}=(-17143+96 \sqrt{\Delta}) / 17161\),
\(s_{2}=(189+32 \sqrt{\Delta}) / 323\),
\(s_{3}=(333-40 \sqrt{\Delta}) / 467\)
produced Scholten curve
\(y^{2}=(x-16 / 3)(x+3 / 1072)\)
\((x-1 / 16)(x+16 / 67)\)
\((x+1 / 20)(x-20 / 67)\)
with Kummer surface
\(a^{2}=194769, b^{2}=126939\),
\(c^{2}=64009, d^{2}=126939\).

Found many more for various choices
\(\Rightarrow\) thousands of d \(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=\)

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).
For, e.g., \(\Delta=-67\) found that
\[
s_{1}=(-17143+96 \sqrt{\Delta}) / 17161
\]
\[
s_{2}=(189+32 \sqrt{\Delta}) / 323
\]
\[
s_{3}=(333-40 \sqrt{\Delta}) / 467
\]
produced Scholten curve
\[
y^{2}=(x-16 / 3)(x+3 / 1072)
\]
\[
(x-1 / 16)(x+16 / 67)
\]
\[
(x+1 / 20)(x-20 / 67)
\]
with Kummer surface
\(a^{2}=194769, b^{2}=126939\),
\(c^{2}=64009, d^{2}=126939\).

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different \(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).
For, e.g., \(\Delta=-67\) found that \(s_{1}=(-17143+96 \sqrt{\Delta}) / 17161\), \(s_{2}=(189+32 \sqrt{\Delta}) / 323\), \(s_{3}=(333-40 \sqrt{\Delta}) / 467\) produced Scholten curve
\[
\begin{aligned}
y^{2}= & (x-16 / 3)(x+3 / 1072) \\
& (x-1 / 16)(x+16 / 67) \\
& (x+1 / 20)(x-20 / 67)
\end{aligned}
\]
with Kummer surface
\(a^{2}=194769, b^{2}=126939\),
\(c^{2}=64009, d^{2}=126939\).

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different
\(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).

For each small quadratic field:
We tried all small \(s_{1}, s_{2}, s_{3}\).
For, e.g., \(\Delta=-67\) found that \(s_{1}=(-17143+96 \sqrt{\Delta}) / 17161\), \(s_{2}=(189+32 \sqrt{\Delta}) / 323\),
\(s_{3}=(333-40 \sqrt{\Delta}) / 467\)
produced Scholten curve
\[
\begin{aligned}
y^{2}= & (x-16 / 3)(x+3 / 1072) \\
& (x-1 / 16)(x+16 / 67) \\
& (x+1 / 20)(x-20 / 67)
\end{aligned}
\]
with Kummer surface
\(a^{2}=194769, b^{2}=126939\),
\(c^{2}=64009, d^{2}=126939\).

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different
\[
\# E\left(\mathbf{F}_{p^{2}}\right) \text { for } p=2^{127}-1
\]

A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24) .
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).
small quadratic field: all small \(s_{1}, s_{2}, s_{3}\).
\(\Delta=-67\) found that \(17143+96 \sqrt{\Delta}) / 17161\),
\(9+32 \sqrt{\Delta}) / 323\)
\(3-40 \sqrt{\Delta}) / 467\)
d Scholten curve
\(-16 / 3)(x+3 / 1072)\)
\(-1 / 16)(x+16 / 67)\)
\(+1 / 20)(x-20 / 67)\)
mmer surface
4769, \(b^{2}=126939\),
\(4009, d^{2}=126939\).

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different
\(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).
Another
\(y^{2}=(z\)

A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24)
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).
adratic field:
\(S_{1}, S_{2}, S_{3}\).
7 found that \(6 \sqrt{\Delta}) / 17161\),
()/323,
5)/467
curve
\(+3 / 1072)\)
( \(+16 / 67\) )
( \(-20 / 67\) )
ace
\(=126939\),
\(=126939\).

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different
\(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).
A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24) .
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).

Another good exa \(y^{2}=(z-1)(z+\) \((z-1 / 4)(z\) \((z+5 / 7)(z\)

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different \(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).

A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24) .
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).

Another good example:
\(y^{2}=(z-1)(z+1 / 11)\) \((z-1 / 4)(z+4 / 11)\)
\((z+5 / 7)(z-7 / 55)\).

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different
\(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).
A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24)
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).

Another good example:
\[
\begin{aligned}
y^{2}= & (z-1)(z+1 / 11) \\
& (z-1 / 4)(z+4 / 11) \\
& (z+5 / 7)(z-7 / 55)
\end{aligned}
\]

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different
\(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).
A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24) .
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).

Another good example:
\[
\begin{aligned}
y^{2}= & (z-1)(z+1 / 11) \\
& (z-1 / 4)(z+4 / 11) \\
& (z+5 / 7)(z-7 / 55) .
\end{aligned}
\]

Slightly lower security level:
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=720 \ell\) for a prime \(\ell \approx 2^{244.5}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=260 \cdot\) prime.

Found many more examples for various choices of \(\Delta\)
\(\Rightarrow\) thousands of different \(\# E\left(\mathbf{F}_{p^{2}}\right)\) for \(p=2^{127}-1\).

A good example for crypto:
\[
\begin{aligned}
y^{2}= & (z+3)(z+1 / 9) \\
& (z-1 / 7)(z-7 / 3) \\
& (z-8 / 7)(z-7 / 24) .
\end{aligned}
\]
\(\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)\)
\(=32 \ell\) for a prime \(\ell \approx 2^{249}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=12 \cdot\) prime.
\(a^{2}=-46893, b^{2}=20020\),
\(c^{2}=20020, d^{2}=5800\).

Another good example:
\[
\begin{aligned}
y^{2}= & (z-1)(z+1 / 11) \\
& (z-1 / 4)(z+4 / 11) \\
& (z+5 / 7)(z-7 / 55)
\end{aligned}
\]

Slightly lower security level:
\[
\# J\left(\mathbf{F}_{p}\right)=\# J^{\prime}\left(\mathbf{F}_{p}\right)=\# E\left(\mathbf{F}_{p^{2}}\right)
\]
\(=720 \ell\) for a prime \(\ell \approx 2^{244.5}\).
\(\# E^{\prime}\left(\mathbf{F}_{p^{2}}\right)=260 \cdot\) prime.
Particularly nice arithmetic:
\[
\begin{aligned}
& \left(a^{2}: b^{2}: c^{2}: d^{2}\right)=(20: 12: 12: 5) \\
& \left(A^{2}: \cdots\right)=(49: 15: 15: 1) \\
& \left(\frac{1}{a^{2}}: \cdots\right)=(3: 5: 5: 12) \\
& \left(\frac{1}{A^{2}}: \cdots\right)=(15: 49: 49: 735)
\end{aligned}
\]```

