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Prove that the computation matches the original algorithm.

Special case: experiment.

The computation is the original algorithm plus printouts of state.

Particularly easy proof.
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“If you can efficiently simulate a quantum algorithm using a pre-quantum computer then you have an efficient pre-quantum algorithm for the same problem.”
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“If you can efficiently simulate a quantum algorithm using a pre-quantum computer then you have an efficient pre-quantum algorithm for the same problem.”

No, not necessarily!
“Yes, you do! Simply run the simulation on the same input and extract the original algorithm’s output from the final state.”

Ah, but did I say that the simulation takes only this input?
The standard structure of an algorithm simulation:

Compute $s_0, s_1, s_2, \ldots$ and $t_0, t_1, t_2, \ldots$

where $s_i$ represents the algorithm state at time $t_i$.

Prove that the computation matches the original algorithm.

Special case: experiment.

The computation is the original algorithm plus printouts of state.

Particularly easy proof.

Simulation of quantum algorithms

“If you can efficiently simulate a quantum algorithm using a pre-quantum computer then you have an efficient pre-quantum algorithm for the same problem.”

No, not necessarily!

“Yes, you do! Simply run the simulation on the same input and extract the original algorithm’s output from the final state.”

Ah, but did I say that the simulation takes only this input?

Input to simulation doesn’t have to be input to original algorithm.

Simulation can use extra input that makes simulation much faster than original algorithm.

Typical example:

• Algorithm input: $f(x)$.
• Algorithm output: $x$.
• Simulation input: $x$.

This is still useful: can try many choices of $x$, understand algorithm for $f(x)$.

Trapdoor simulation
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- Algorithm output: $x$.
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<table>
<thead>
<tr>
<th>Simulation of quantum algorithms</th>
<th>Trapdoor simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>“If you can efficiently simulate a quantum algorithm using a pre-quantum computer then you have an efficient pre-quantum algorithm for the same problem.”</td>
<td>Input to simulation doesn’t have to be input to original algorithm.</td>
</tr>
<tr>
<td>No, not necessarily!</td>
<td>Simulation can use extra input that makes simulation much faster than original algorithm.</td>
</tr>
<tr>
<td>“Yes, you do! Simply run the simulation on the same input and extract the original algorithm’s output from the final state.”</td>
<td>Typical example:</td>
</tr>
<tr>
<td>Ah, but did I say that the simulation takes only this input?</td>
<td>- Algorithm input: $f(x)$.</td>
</tr>
<tr>
<td></td>
<td>- Algorithm output: $x$.</td>
</tr>
</tbody>
</table>
| | - Simulation input: $x$.
| | This is still useful: can try many choices of $x$, understand algorithm for $f(x)$.
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Input to simulation doesn’t have to be input to original algorithm.

Simulation can use extra input that makes simulation much faster than original algorithm.

Typical example:

• Algorithm input: $f(x)$.
• Algorithm output: $x$.
• Simulation input: $x$.

This is still useful:

can try many choices of $x$, understand algorithm for $f(x)$.

For comparison:

Often see $x$ inside proofs in traditional algorithm analyses.

Typical proof has formula $\langle x, i \rangle \mapsto \langle s_i, t_i \rangle$.

Formula is proven inductively.

Simulation is more flexible.

Given $x$, for each $i$, simulation computes $\langle s_i, t_i \rangle$.

Doesn’t need unified formula that works for all $x, i$.

Proof can work “locally.”
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For comparison:

Often see $x$ inside proofs in traditional algorithm analyses.

Typical proof has formula $(x, i) \mapsto (s_i, t_i)$.
Formula is proven inductively.

Simulation is more flexible. Given $x$,
for each $i$,
simulation computes $(s_i, t_i)$.
 Doesn’t need unified formula that works for all $x, i$.
Proof can work “locally”.

Proof of concept

2014.04 Chou $\rightarrow$ Ambainis:
Simulation shows error in proof of 2003 Ambainis distinctness algorithm.
Ambainis: Yes, thanks, will fix.

2014.04 Chou $\rightarrow$ Childs:
Simulation shows that 2003 Childs–Eisenberg distinctness algorithm is non-functional;
need to take half angle.
For comparison:

Often see $x$ inside proofs in traditional algorithm analyses.

Typical proof has formula $(x, i) \mapsto (s_i, t_i)$. Formula is proven inductively.

Simulation is more flexible. Given $x$, for each $i$, simulation computes $(s_i, t_i)$. Doesn’t need unified formula that works for all $x, i$. Proof can work “locally”.

Proof of concept

2014.04 Chou $\rightarrow$ Ambainis:
Simulation shows error in proof of 2003 Ambainis distinctness algorithm.

Ambainis: Yes, thanks, will fix.

2014.04 Chou $\rightarrow$ Childs:
Simulation shows that 2003 Childs–Eisenberg distinctness algorithm is non-functional; need to take half angle.

Childs: Yes. Typo, already fixed in 2005 journal version.