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Fame: new MD5 attack.

By 1996, a few years after the introduction of MD5, Preneel and Dobbertin were calling for MD5 to be scrapped.

NaCl pays attention to cryptanalysis and makes very conservative choices of cryptographic primitives.

Speed

Crypto performance problems often lead users to reduce cryptographic security levels or give up on cryptography.

Example 1: Google SSL used RSA-1024 until 2013.

Security note: Analyses in 2003 concluded that RSA-1024 was breakable; e.g., 2003 Shamir–Tromer estimated 1 year, ≈ 10^7 USD.

RSA Labs and NIST response: Move to RSA-2048 by 2010.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance”.

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: https://sourceforge.net/account is protected by SSL but https://sourceforge.net/develop turns off crypto: redirects to http://sourceforge.net/develop.
Avoiding pure crypto failures


2012 Flame: new MD5 attack.

Fact: By 1996, a few years after the introduction of MD5, Preneel and Dobbertin were calling for MD5 to be scrapped.

NaCl pays attention to cryptanalysis and makes very conservative choices of cryptographic primitives.

---

Speed

Crypto performance problems often lead users to reduce cryptographic security levels or give up on cryptography.

Example 1: Google SSL used RSA-1024 until 2013.

Security note:
Analyses in 2003 concluded that RSA-1024 was breakable; e.g., 2003 Shamir–Tromer estimated 1 year, \( \approx 10^7 \) USD.

RSA Labs and NIST response: Move to RSA-2048 by 2010.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance...”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: https://sourceforge.net/account is protected by SSL but https://sourceforge.net/develop turns off crypto: redirects to http://sourceforge.net/develop.
Avoiding pure crypto failures


2012 Flame: new MD5 attack.

Fact: By 1996, a few years after the introduction of MD5, Preneel and Dobbertin were calling for MD5 to be scrapped.

NaCl pays attention to cryptanalysis and makes very conservative choices of cryptographic primitives.

Example 1: Google SSL used RSA-1024 until 2013.

Security note:
Analyses in 2003 concluded that RSA-1024 was breakable; e.g., 2003 Shamir–Tromer estimated 1 year, $\approx 10^7$ USD.

RSA Labs and NIST response: Move to RSA-2048 by 2010.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance...”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5:
Speed

Crypto performance problems often lead users to reduce cryptographic security levels or give up on cryptography.

Example 1: Google SSL used RSA-1024 until 2013.

Security note:
Analyses in 2003 concluded that RSA-1024 was breakable; e.g., 2003 Shamir–Tromer estimated 1 year, $\approx 10^7$ USD. RSA Labs and NIST response: Move to RSA-2048 by 2010.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance. . . .”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: 
performance problems had users to reduce cryptographic security levels or give up on cryptography.

Example 1: Google SSL used RSA-1024 until 2013. 

Note: Analyses in 2003 concluded RSA-1024 was breakable; e.g., 2003 Shamir–Tromer estimated 1 year, \(\approx 10^7\) USD.

NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates. e.g. no RSA-1024; not even RSA-2048.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance. . .”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: 
https://sourceforge.net/account is protected by SSL but 
Speed

Crypto performance problems often lead users to reduce cryptographic security levels or give up on cryptography.

Example 1: Google SSL used RSA-1024 until 2013.

Security note: Analyses in 2003 concluded that RSA-1024 was breakable; e.g., 2003 Shamir–Tromer estimated 1 year, \(\approx 10^7\) USD.

RSA Labs and NIST response: Move to RSA-2048 by 2010.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance...”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: NaCl has no low-security options.

e.g. crypto_box always encrypts and authenticates.

e.g. no RSA-1024; not even RSA-2048.

Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance...”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5:
https://sourceforge.net/account is protected by SSL but
https://sourceforge.net/develop turns off crypto: redirects to
http://sourceforge.net/develop.

NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates.
e.g. no RSA-1024; not even RSA-2048.
Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance…”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5:
https://sourceforge.net/account is protected by SSL but

NaCl has no low-security options.
e.g. crypto_box always encrypts and authenticates.
e.g. no RSA-1024; not even RSA-2048.
Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance…”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5:

NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates. e.g. no RSA-1024; not even RSA-2048.

Remaining risk:
Users find NaCl too slow ⇒ switch to low-security libraries or disable crypto entirely.
Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance...”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: 
https://sourceforge.net/account is protected by SSL but 
https://sourceforge.net/develop turns off crypto: redirects to 
http://sourceforge.net/develop.

NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates. e.g. no RSA-1024; not even RSA-2048.

Remaining risk:
Users find NaCl too slow ⇒ switch to low-security libraries or disable crypto entirely.

How NaCl avoids this risk:
NaCl is exceptionally fast. Much faster than other libraries. Keeps up with the network.
Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: “tradeoff between the risk of key compromise and performance...”

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5:

NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates.

NaCl operations per second for any common packet size, using AMD Phenom II X6 1100T CPU ($190 in 2011):
crypto_box : > 80000.
crypto_box_open : > 80000.
crypto_sign_open : > 70000.
crypto_sign : > 180000.

Remaining risk:
Users find NaCl too slow ⇒ switch to low-security libraries or disable crypto entirely.

How NaCl avoids this risk:
NaCl is exceptionally fast. Much faster than other libraries. Keeps up with the network.
Example 2: Tor used RSA-1024 until 2013 switch to Curve25519.

Example 3: DNSSEC uses RSA-1024: "tradeoff between the risk of key compromise and performance..."

Example 4: OpenSSL on ARM uses secret AES load addresses.

Example 5: https://sourceforge.net/account is protected by SSL but https://sourceforge.net/develop turns off crypto: redirects to http://sourceforge.net/develop.

NaCl has no low-security options.
e.g. crypto_box always encrypts and authenticates.
e.g. no RSA-1024;
not even RSA-2048.

Remaining risk:
Users find NaCl too slow ⇒ switch to low-security libraries or disable crypto entirely.

How NaCl avoids this risk:
NaCl is exceptionally fast.
Much faster than other libraries.
*Keeps up with the network.*

NaCl operations per second for any common packet size, using AMD Phenom II X6 1100T CPU ($190 in 2011):
crypto_box: > 80000.
crypto_box_open: > 80000.
crypto_sign_open: > 70000.
crypto_sign: > 180000.
NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates.
e.g. no RSA-1024; not even RSA-2048.

Remaining risk:
Users find NaCl too slow ⇒ switch to low-security libraries or disable crypto entirely.

How NaCl avoids this risk:
NaCl is exceptionally fast. Much faster than other libraries. Keeps up with the network.
NaCl has no low-security options. e.g. crypto_box always encrypts and authenticates. e.g. no RSA-1024; not even RSA-2048.

Remaining risk:
Users find NaCl too slow ⇒ switch to low-security libraries or disable crypto entirely.

How NaCl avoids this risk:
NaCl is exceptionally fast. Much faster than other libraries. *Keeps up with the network.*

NaCl operations per second for any common packet size, using AMD Phenom II X6 1100T CPU ($190 in 2011):
crypto_box: $>80000$.
crypto_box_open: $>80000$.
crypto_sign_open: $>70000$.
crypto_sign: $>180000$. 
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NaCl operations per second for any common packet size, using AMD Phenom II X6 1100T CPU ($190 in 2011)$: 
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crypto_sign_open: >70000.
crypto_sign: >180000.
```
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1. Pure secret-key crypto for any packet size: 80000 1500-byte packets/second fill up a 1 Gbps link.
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<table>
<thead>
<tr>
<th>NaCl operations per second for any common packet size, using AMD Phenom II X6 1100T CPU ($190 in 2011):</th>
</tr>
</thead>
<tbody>
<tr>
<td>crypto_box: &gt;80000.</td>
</tr>
<tr>
<td>crypto_box_open: &gt;80000.</td>
</tr>
<tr>
<td>crypto_sign_open: &gt;70000.</td>
</tr>
<tr>
<td>crypto_sign: &gt;180000.</td>
</tr>
</tbody>
</table>

Handles arbitrary packet floods up to ≈30 Mbps per CPU, depending on protocol details.
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1. Pure secret-key crypto for any packet size: 80000 1500-byte packets/second fill up a 1 Gbps link.
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1. Pure secret-key crypto for any packet size: 80,000 1500-byte packets/second fill up a 1 Gbps link.

2. Pure secret-key crypto for many packets from same public key, if application splits crypto_box into crypto_box_beforenm and crypto_box_afternm.

3. Very fast rejection of forged packets under known public keys: no time spent on decryption.
   (This doesn’t help much for forgeries under new keys, but flooded server can continue providing fast service to known keys.)

4. Fast batch verification, doubling speed of crypto_sign_open for valid signatures.

Also fast on small devices.

“NEON crypto” (CHES 2012) on 1GHz ARM Cortex-A8 core: 498349 cycles (2000/second) + 7.78 cycles/byte (1 Gbps) for box; and for verify: 624846 cycles (1600/second).
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Curve25519, not NSA/NIST curves: safecurves.cr.yp.to

Salsa20, not AES: much larger security margin.

Poly1305, not HMAC: information-theoretic security.

EdDSA, not ECDSA: collision-resilience et al.
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The main NaCl work we did: achieve very high speeds \textit{without} compromising security.

ECC, not RSA: much stronger security record.

Curve25519, not NSA/NIST curves: \url{safecurves.cr.yp.to}

Salsa20, not AES: much larger security margin.

Poly1305, not HMAC: information-theoretic security.

EdDSA, not ECDSA: collision-resilience et al.

Case study: EdDSA

1985 ElGamal signatures: \((R, S)\) is signature of \(M\) if \(B^{H(M)} \equiv A^R R S \mod q\) and \(R, S \in \{0; 1; \ldots ; q-2\}\).

Here \(q\) is standard prime, \(B\) is standard base, \(A\) is signer's public key, \(H(M)\) is hash of message.

Signer generates \(A\) and \(R\) as secret powers of \(B\); easily solves for \(S\).
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Here $q$ is standard prime, $B$ is standard base, $A$ is signer’s public key, $H(M)$ is hash of message.
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Case study: EdDSA
1985 ElGamal signatures: $(R, S)$ is signature of $M$ if $B^{H(M)} ≡ A^R R^S \pmod{q}$ and $R, S \in \{0, 1, \ldots, q − 2\}$.

Here $q$ is standard prime, $B$ is standard base, $A$ is signer’s public key, $H(M)$ is hash of message.

Signer generates $A$ and $R$ as secret powers of $B$; easily solves for $S$. 
Cryptographic details

In NaCl work we did:
- Achieve very high speeds
- Without compromising security.

Not RSA:
- Much stronger security record.

Not ECC, not NSA/NIST
- Curves: safecurves.cr.yp.to

Not AES:
- Much larger security margin.

Not Poly1305, not HMAC:
- Information-theoretic security.

Not EdDSA, not ECDSA:
- Collision-resilience et al.

Case study: EdDSA

1985 ElGamal signatures:

(R, S) is signature of M

if \( B^{H(M)} \equiv A^R R^S \pmod q \)

and \( R, S \in \{0, 1, \ldots, q - 2\} \).

Here \( q \) is standard prime,
\( B \) is standard base,
\( A \) is signer’s public key,
\( H(M) \) is hash of message.

Signer generates \( A \) and \( R \)
as secret powers of \( B \);
easily solves for \( S \).

1990 Schnorr improvements:
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The main NaCl work we did:
achieve very high speeds
without compromising security.

ECC, not RSA:
much stronger security record.
Curve25519, not NSA/NIST
curves:
safecurves.cr.yp.to
Salsa20, not AES:
much larger security margin.
Poly1305, not HMAC:
information-theoretic security.
EdDSA, not ECDSA:
collision-resilience et al.
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\[ B^{H(M)} \equiv A^{H(R)} R^S. \]
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1990 Schnorr improvements:

1. Hash $R$ in the exponent:
$$B_H(M) \equiv A_H(R)R.$$

Reduces attacker control.

2. Replace three exponents with two exponents:
$$B_H(M) = H(R) \equiv ARS = H(R)S.$$

Saves time in verification.

3. Simplify by relabeling $S$:
$$B_H(M) = H(R) \equiv ARS.$$

Saves time in verification.

4. Merge the hashes:
$$B_H(R;M) \equiv ARS.$$

⇒ Resilient to $H$ collisions.

5. Eliminate inversions for signer:
$$BS \equiv RA_H(R;M).$$

Simpler, faster.

6. Compress $R$ to $H(R;M)$.

Saves space in signatures.

7. Use half-size $H$ output.

Saves space in signatures.

Subsequent research:

But patented. $\Rightarrow$ DSA, ECDSA avoided most improvements.

Generative security of Schnorr's system.

Extensive theoretical study:

Avoid PlayStation disaster.
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Support batch verification.

Use double-size $H$ output, and include $A$ as input.

Generate $R$ deterministically as a secret hash of $M$.

⇒ Avoid PlayStation disaster.
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5. Eliminate inversions for signer:
\[ B^S \equiv RA^{H(R,M)}. \]
Simpler, faster.

6. Compress \( R \) to \( H(R, M) \).
Saves space in signatures.

7. Use half-size \( H \) output.
Saves space in signatures.

Subsequent research:
extensive theoretical study of
security of Schnorr’s system.

But patented. \( \Rightarrow \) DSA, ECDSA
avoided most improvements.


Use elliptic curves in “complete
\(-1\)-twisted Edwards” form.
\( \Rightarrow \) very high speed,
natural side-channel protection,
no exceptional cases.

Skip signature compression.
Support batch verification.

Use double-size \( H \) output,
and include \( A \) as input.

Generate \( R \) deterministically
as a secret hash of \( M \).
\( \Rightarrow \) Avoid PlayStation disaster.