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What you find in paper:
Cryptosystem specification.
Our speedups to additive FFT. (We now have more speedups; ongoing joint work with Lange.)

Fast syndrome computation without big precomputed matrix. Important for lightweight!

Fast secret permutation using bit operations:
sorting networks, permutation networks.

