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Crypto performance problems often lead users to reduce cryptographic security levels or give up on cryptography.

Example 1 (according to
Firefox on Linux, 2013.06.24): Google SSL uses RSA-1024.

Security note:
Analyses in 2003 concluded that RSA-1024 was breakable;
e.g., 2003 Shamir-Tromer estimated 1 year, $\approx 10^{7}$ USD.
RSA Labs and NIST response:
Move to RSA-2048 by 2010.
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## Eliminating divisions

Typical computation:
$P \mapsto n P$.
Decompose into additions:
$P, Q \mapsto P+Q$.
Addition $\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=$ $\left(\left(x_{1} y_{2}+y_{1} x_{2}\right) /\left(1+d x_{1} x_{2} y_{1} y_{2}\right)\right.$,
$\left.\left(y_{1} y_{2}-x_{1} x_{2}\right) /\left(1-d x_{1} x_{2} y_{1} y_{2}\right)\right)$ uses expensive divisions.

Better: postpone divisions and work with fractions.
Represent $(x, y)$ as
$(X: Y: Z)$ with $x=X / Z$ and
$y=Y / Z$ for $Z \neq 0$.

Addition now has handle fractions a:

$$
\begin{aligned}
& \left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X}{Z}\right. \\
& \left(\frac{X_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{1}} Z_{1}\right. \\
& Y_{2}
\end{aligned}
$$
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Typical computation:
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Represent $(x, y)$ as
$(X: Y: Z)$ with $x=X / Z$ and
$y=Y / Z$ for $Z \neq 0$.

Addition now has to
handle fractions as input:

$$
\begin{aligned}
& \left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)= \\
& \left(\frac{\frac{X_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{x_{2}}{Z_{2}}}{1+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right. \\
& \left.\frac{\frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1-d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right)= \\
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& \left.\frac{Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}}\right)
\end{aligned}
$$

## Eliminating divisions

Typical computation:
$P \mapsto n P$.
Decompose into additions:
$P, Q \mapsto P+Q$.
Addition $\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)=$ $\left(\left(x_{1} y_{2}+y_{1} x_{2}\right) /\left(1+d x_{1} x_{2} y_{1} y_{2}\right)\right.$, $\left.\left(y_{1} y_{2}-x_{1} x_{2}\right) /\left(1-d x_{1} x_{2} y_{1} y_{2}\right)\right)$ uses expensive divisions.

Better: postpone divisions and work with fractions.
Represent $(x, y)$ as
$(X: Y: Z)$ with $x=X / Z$ and
$y=Y / Z$ for $Z \neq 0$.

Addition now has to handle fractions as input:

$$
\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)=
$$

$$
\left(\frac{\frac{X_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}},\right.
$$

$$
\left.\frac{\frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1-d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right)=
$$

$$
\left(\frac{Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}}\right.
$$

$$
\left.\frac{Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}}\right)
$$
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Addition now has to
handle fractions as input:

$$
\begin{aligned}
& \left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)= \\
& \left(\frac{\frac{X_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}},\right. \\
& \left.\frac{\frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1-d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right)= \\
& \left(\frac{Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}},\right. \\
& \left.\frac{Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}}\right)
\end{aligned}
$$

i.e. $\left(\frac{X_{1}}{Z_{1}}\right.$
$=\left(\frac{X_{3}}{Z_{3}}\right.$,
where $F=Z_{1}^{2}$ $G=Z_{1}^{2}$
$X_{3}=Z$
$Y_{3}=Z_{1}$
$Z_{3}=F$
Input to $X_{1}, Y_{1}, 2$
Output $X_{3}, Y_{3}, 2$

Addition now has to
handle fractions as input:

$$
\begin{aligned}
& \left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)= \\
& \left(\frac{\frac{x_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}{ }^{\frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}\right. \\
& 1-d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}
\end{aligned}=, ~\left(\frac{Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}}, Z_{1}^{\left.Z_{1}^{2} Z_{2}^{2}-d Y_{1}-X_{1} X_{2}\right)}\right)
$$

i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where
$F=Z_{1}^{2} Z_{2}^{2}-d X_{1}$
$G=Z_{1}^{2} Z_{2}^{2}+d X_{1}$
$X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}\right.$
$Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}\right.$
$Z_{3}=F G$.
Input to addition $X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}$,
Output from addit $X_{3}, Y_{3}, Z_{3}$. No div

Addition now has to
handle fractions as input:

$$
\begin{aligned}
& \left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)= \\
& \left(\frac{\frac{X_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}},\right.
\end{aligned}
$$

$$
\left.\frac{\frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1-d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right)=
$$

$$
\left(\frac{Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}}\right.
$$

$$
\left.\frac{Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}}\right)
$$

i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right.$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where
$F=Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}$,
$G=Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}$,
$X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right) F$
$Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right) G$,
$Z_{3}=F G$.
Input to addition algorithm: $X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}$.
Output from addition algori $X_{3}, Y_{3}, Z_{3}$. No divisions nee

Addition now has to
handle fractions as input:
i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where

$$
F=Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}
$$

$$
G=Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}
$$

$$
X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right) F
$$

$$
Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right) G
$$

$$
Z_{3}=F G .
$$

Input to addition algorithm:
$X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}$.
Output from addition algorithm:
$X_{3}, Y_{3}, Z_{3}$. No divisions needed!

$$
\begin{aligned}
& \left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)= \\
& \left(\frac{\frac{X_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}+\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1+d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}},\right. \\
& \left.\frac{\frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{1-d \frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right)= \\
& \left(\frac{Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}},\right. \\
& \left.\frac{Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right)}{Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}}\right)
\end{aligned}
$$

now has to
ractions as input:
$\left.\frac{1}{1}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)=$

$$
\frac{Y_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}
$$

$$
\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}
$$

$$
\left.\frac{-\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}}}{\frac{X_{1}}{Z_{1}} \frac{X_{2}}{Z_{2}} \frac{Y_{1}}{Z_{1}} \frac{Y_{2}}{Z_{2}}}\right)=
$$

$$
\left.X_{1} Y_{2}+Y_{1} X_{2}\right)
$$

$+d X_{1} X_{2} Y_{1} Y_{2}$
$\left.\frac{\left.Y_{1} Y_{2}-X_{1} X_{2}\right)}{-d X_{1} X_{2} Y_{1} Y_{2}}\right)$
i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where
$F=Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}$,
$G=Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}$,
$X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right) F$,
$Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right) G$,
$Z_{3}=F G$.
Input to addition algorithm:
$X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}$.
Output from addition algorithm:
$X_{3}, Y_{3}, Z_{3}$. No divisions needed!

Save mı eliminat subexpre
$A=Z_{1}$
$C=X_{1}$
$D=Y_{1}$
$E=d$.
$F=B$
$X_{3}=A$
$Y_{3}=A$
$Z_{3}=F$
Cost: 11
Can do
i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where
$F=Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}$,
$G=Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}$,
$X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right) F$,
$Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right) G$,
$Z_{3}=F G$.
Input to addition algorithm:
$X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}$.
Output from addition algorithm:
$X_{3}, Y_{3}, Z_{3}$. No divisions needed!

Save multiplicatio eliminating comm subexpressions:
$A=Z_{1} \cdot Z_{2} ; B=$
$C=X_{1} \cdot X_{2}$;
$D=Y_{1} \cdot Y_{2}$;
$E=d \cdot C \cdot D$;
$F=B-E ; G=$
$X_{3}=A \cdot F \cdot\left(X_{1}\right.$.
$Y_{3}=A \cdot G \cdot(D-$
$Z_{3}=F \cdot G$.
Cost: $11 \mathrm{M}+1 \mathbf{S}$
Can do better: 10
i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where

$$
F=Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2},
$$

$$
G=Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2},
$$

$$
X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right) F
$$

$$
Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right) G
$$

$$
Z_{3}=F G
$$

Input to addition algorithm:
$X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}$.
Output from addition algorithm:
$X_{3}, Y_{3}, Z_{3}$. No divisions needed!

Save multiplications by eliminating common subexpressions:

$$
\begin{aligned}
& A=Z_{1} \cdot Z_{2} ; B=A^{2} ; \\
& C=X_{1} \cdot X_{2} ; \\
& D=Y_{1} \cdot Y_{2} ; \\
& E=d \cdot C \cdot D ; \\
& F=B-E ; G=B+E ; \\
& X_{3}=A \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} .\right. \\
& Y_{3}=A \cdot G \cdot(D-C) \\
& Z_{3}=F \cdot G .
\end{aligned}
$$

Cost: $11 \mathbf{M}+1 \mathbf{S}+1 \mathbf{D}$.
Can do better: $10 \mathrm{M}+1 \mathbf{S}+$
i.e. $\left(\frac{X_{1}}{Z_{1}}, \frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right)$
$=\left(\frac{X_{3}}{Z_{3}}, \frac{Y_{3}}{Z_{3}}\right)$
where

$$
\begin{aligned}
& F=Z_{1}^{2} Z_{2}^{2}-d X_{1} X_{2} Y_{1} Y_{2}, \\
& G=Z_{1}^{2} Z_{2}^{2}+d X_{1} X_{2} Y_{1} Y_{2}, \\
& X_{3}=Z_{1} Z_{2}\left(X_{1} Y_{2}+Y_{1} X_{2}\right) F, \\
& Y_{3}=Z_{1} Z_{2}\left(Y_{1} Y_{2}-X_{1} X_{2}\right) G, \\
& Z_{3}=F G .
\end{aligned}
$$

Input to addition algorithm:
$X_{1}, Y_{1}, Z_{1}, X_{2}, Y_{2}, Z_{2}$.
Output from addition algorithm: $X_{3}, Y_{3}, Z_{3}$. No divisions needed!

Save multiplications by eliminating common subexpressions:
$A=Z_{1} \cdot Z_{2} ; B=A^{2} ;$
$C=X_{1} \cdot X_{2}$;
$D=Y_{1} \cdot Y_{2} ;$
$E=d \cdot C \cdot D$;
$F=B-E ; G=B+E ;$
$X_{3}=A \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} \cdot X_{2}\right)$;
$Y_{3}=A \cdot G \cdot(D-C)$;
$Z_{3}=F \cdot G$.
Cost: $11 \mathbf{M}+1 \mathbf{S}+1 \mathbf{D}$.
Can do better: $10 \mathrm{M}+1 \mathbf{S}+1 \mathbf{D}$.

$$
\begin{aligned}
& \left.=\frac{Y_{1}}{Z_{1}}\right)+\left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right) \\
& \left.\frac{Y_{3}}{Z_{3}}\right)
\end{aligned}
$$

Save multiplications by eliminating common
subexpressions:
$A=Z_{1} \cdot Z_{2} ; B=A^{2} ;$
$C=X_{1} \cdot X_{2} ;$
$D=Y_{1} \cdot Y_{2}$;
$E=d \cdot C \cdot D$;
$F=B-E ; G=B+E ;$
$X_{3}=A \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} \cdot X_{2}\right)$;
$Y_{3}=A \cdot G \cdot(D-C)$;
$Z_{3}=F \cdot G$.
Cost: $11 \mathbf{M}+1 \mathbf{S}+1 \mathbf{D}$.
Can do better: $10 \mathrm{M}+1 \mathbf{S}+1 \mathbf{D}$.

Faster d
$\left(x_{1}, y_{1}\right)$ $\left(\left(x_{1} y_{1}+\right.\right.$
$\left(y_{1} y_{1}-\right.$ ( $\left(2 x_{1} y_{1}\right)$
$\left(y_{1}^{2}-x_{1}^{2}\right.$
$x_{1}^{2}+y_{1}^{2}$
$\left(x_{1}, y_{1}\right)$
$\left(\left(2 x_{1} y_{1}\right)\right.$
$\left(y_{1}^{2}-x_{1}^{2}\right.$
Again el using $\mathbf{P}^{2}$ Much fa Useful:

$$
\begin{aligned}
& \left(\frac{X_{2}}{Z_{2}}, \frac{Y_{2}}{Z_{2}}\right) \\
& X_{2} Y_{1} Y_{2}, \\
& X_{2} Y_{1} Y_{2}, \\
& \left.+Y_{1} X_{2}\right) F, \\
& \left.-X_{1} X_{2}\right) G,
\end{aligned}
$$

algorithm:
$Z_{2}$.
ion algorithm:
isions needed!

Save multiplications by eliminating common subexpressions:

$$
\begin{aligned}
& A=Z_{1} \cdot Z_{2} ; B=A^{2} ; \\
& C=X_{1} \cdot X_{2} ; \\
& D=Y_{1} \cdot Y_{2} ; \\
& E=d \cdot C \cdot D ; \\
& F=B-E ; G=B+E ; \\
& X_{3}=A \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} \cdot X_{2}\right) ; \\
& Y_{3}=A \cdot G \cdot(D-C) ; \\
& Z_{3}=F \cdot G
\end{aligned}
$$

Cost: $11 \mathbf{M}+1 \mathbf{S}+1 \mathbf{D}$.
Can do better: $10 \mathrm{M}+1 \mathbf{S}+1 \mathbf{D}$.

Faster doubling

$$
\begin{gathered}
\left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right) \\
\left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /(1-\right. \\
\left(y_{1} y_{1}-x_{1} x_{1}\right) /(1- \\
\left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2}\right.\right. \\
\left(y_{1}^{2}-x_{1}^{2}\right) /(1-d x \\
x_{1}^{2}+y_{1}^{2}=1+d x^{2} \\
\left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right) \\
\left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right.\right. \\
\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}\right.
\end{gathered}
$$

Again eliminate di using $\mathbf{P}^{2}$ : only 3 N Much faster than Useful: many dou

Save multiplications by eliminating common subexpressions:

$$
\begin{aligned}
& A=Z_{1} \cdot Z_{2} ; B=A^{2} ; \\
& C=X_{1} \cdot X_{2} ; \\
& D=Y_{1} \cdot Y_{2} ; \\
& E=d \cdot C \cdot D ; \\
& F=B-E ; G=B+E ; \\
& X_{3}=A \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} \cdot X_{2}\right) ; \\
& Y_{3}=A \cdot G \cdot(D-C) ; \\
& Z_{3}=F \cdot G .
\end{aligned}
$$

Cost: $11 \mathrm{M}+1 \mathbf{S}+1 \mathrm{D}$.
Can do better: $10 M+1 S+1 D$.

## Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1}\right)\right. \\
& \left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1}\right) \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.
Much faster than addition. Useful: many doublings in E

Save multiplications by eliminating common subexpressions:
$A=Z_{1} \cdot Z_{2} ; B=A^{2} ;$
$C=X_{1} \cdot X_{2}$;
$D=Y_{1} \cdot Y_{2}$;
$E=d \cdot C \cdot D$;
$F=B-E ; G=B+E$;
$X_{3}=A \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} \cdot X_{2}\right)$;
$Y_{3}=A \cdot G \cdot(D-C)$;
$Z_{3}=F \cdot G$.
Cost: $11 \mathbf{M}+\mathbf{1 S}+1 \mathbf{D}$.
Can do better: $10 \mathrm{M}+1 \mathbf{S}+1 \mathbf{D}$.

## Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right),\right. \\
& \left.\left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.
Much faster than addition.
Useful: many doublings in ECC.

Itiplications by ing common essions:

$$
\begin{aligned}
& Z_{2} ; B=A^{2} ; \\
& X_{2} ; \\
& Y_{2} ; \\
& C \cdot D ; \\
& -E ; G=B+E ; \\
& \cdot F \cdot\left(X_{1} \cdot Y_{2}+Y_{1} \cdot X_{2}\right) ; \\
& G \cdot(D-C) ; \\
& \cdot G
\end{aligned}
$$

$\mathbf{M}+1 \mathbf{S}+1 \mathbf{D}$
better: $10 \mathrm{M}+1 \mathbf{S}+1 \mathrm{D}$.

## Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right),\right. \\
& \left.\left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

More ad
Dual ad $\left(x_{1}, y_{1}\right)$ $\left(\left(x_{1} y_{1}\right)\right.$ $\left(x_{1} y_{1}\right.$
Low deg
Warning Is this re Most EC

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.
Much faster than addition.
Useful: many doublings in ECC.
ns by

1D.
$\mathbf{M}+1 \mathbf{S}+1 \mathbf{D}$.
$B+E$;
$\left.Y_{2}+Y_{1} \cdot X_{2}\right) ;$
C);

Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right),\right. \\
& \left.\left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.
Much faster than addition.
Useful: many doublings in ECC.

More addition stra
Dual addition forn

$$
\begin{array}{r}
\left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right) \\
\left(\left(x_{1} y_{1}+x_{2} y_{2}\right) /(x\right. \\
\left(x_{1} y_{1}-x_{2} y_{2}\right) /(x \\
\text { Low degree, no ne }
\end{array}
$$

Warning: fails for Is this really "addi Most EC formulas

## Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right),\right. \\
& \left.\left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.

Much faster than addition.
Useful: many doublings in ECC.

## More addition strategies

Dual addition formula:

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)= \\
& \left(\left(x_{1} y_{1}+x_{2} y_{2}\right) /\left(x_{1} x_{2}+y_{1} ?\right.\right. \\
& \left(x_{1} y_{1}-x_{2} y_{2}\right) /\left(x_{1} y_{2}-x_{2} ?\right.
\end{aligned}
$$

Low degree, no need for $d$.
Warning: fails for doubling! Is this really "addition"?
Most EC formulas have failu

## Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right),\right. \\
& \left.\left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.
Much faster than addition.
Useful: many doublings in ECC.

## More addition strategies

Dual addition formula:

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)= \\
& \left(\left(x_{1} y_{1}+x_{2} y_{2}\right) /\left(x_{1} x_{2}+y_{1} y_{2}\right),\right. \\
& \left.\left(x_{1} y_{1}-x_{2} y_{2}\right) /\left(x_{1} y_{2}-x_{2} y_{1}\right)\right) . \\
& \text { Low degree, no need for } d \text {. }
\end{aligned}
$$

Warning: fails for doubling! Is this really "addition"?
Most EC formulas have failures.

## Faster doubling

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(x_{1} y_{1}+y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right),\right. \\
& \left.\left(y_{1} y_{1}-x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(1+d x_{1}^{2} y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right) . \\
& x_{1}^{2}+y_{1}^{2}=1+d x_{1}^{2} y_{1}^{2} \text { so } \\
& \left(x_{1}, y_{1}\right)+\left(x_{1}, y_{1}\right)= \\
& \left(\left(2 x_{1} y_{1}\right) /\left(x_{1}^{2}+y_{1}^{2}\right),\right. \\
& \left.\left(y_{1}^{2}-x_{1}^{2}\right) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right) .
\end{aligned}
$$

Again eliminate divisions using $\mathbf{P}^{2}$ : only $3 \mathbf{M}+4 \mathbf{S}$.
Much faster than addition.
Useful: many doublings in ECC.

## More addition strategies

Dual addition formula:

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)= \\
& \left(\left(x_{1} y_{1}+x_{2} y_{2}\right) /\left(x_{1} x_{2}+y_{1} y_{2}\right),\right. \\
& \left.\left(x_{1} y_{1}-x_{2} y_{2}\right) /\left(x_{1} y_{2}-x_{2} y_{1}\right)\right) \text {. } \\
& \text { Low degree, no need for } d \text {. }
\end{aligned}
$$

Warning: fails for doubling! Is this really "addition"?
Most EC formulas have failures.
More coordinate systems:
Inverted: $x=Z / X, y=Z / Y$.
Extended: $x=X / Z, y=Y / T$.
Completed: $x=X / Z, y=Y / Z$,
$x y=T / Z$.

## oubling

$+\left(x_{1}, y_{1}\right)=$
$\left.y_{1} x_{1}\right) /\left(1+d x_{1} x_{1} y_{1} y_{1}\right)$,
$\left.\left.x_{1} x_{1}\right) /\left(1-d x_{1} x_{1} y_{1} y_{1}\right)\right)=$ $/\left(1+d x_{1}^{2} y_{1}^{2}\right)$
$\left.) /\left(1-d x_{1}^{2} y_{1}^{2}\right)\right)$
$=1+d x_{1}^{2} y_{1}^{2}$ so
$+\left(x_{1}, y_{1}\right)=$
$/\left(x_{1}^{2}+y_{1}^{2}\right)$
$\left.) /\left(2-x_{1}^{2}-y_{1}^{2}\right)\right)$
iminate divisions
: only $3 \mathrm{M}+4 \mathrm{~S}$
ster than addition.
many doublings in ECC.

## More addition strategies

Dual addition formula:

$$
\begin{aligned}
& \left(x_{1}, y_{1}\right)+\left(x_{2}, y_{2}\right)= \\
& \left(\left(x_{1} y_{1}+x_{2} y_{2}\right) /\left(x_{1} x_{2}+y_{1} y_{2}\right),\right. \\
& \left.\left(x_{1} y_{1}-x_{2} y_{2}\right) /\left(x_{1} y_{2}-x_{2} y_{1}\right)\right) \text {. } \\
& \text { Low degree, no need for } d \text {. }
\end{aligned}
$$
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