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"Degree $1+5$ monic" NFS tries to factor $n$ using an auxiliary polynomial $(x-m)\left(x^{5}+f_{4} x^{4}+\cdots+f_{0}\right)$ with $n=m^{5}+f_{4} m^{4}+\cdots+f_{0}$.
(Various generalizations:
$m_{1} x-m_{0} ; f_{5} x^{5} ;$ et al.)
NFS succeeds for practically all choices of polynomials.
NFS speed depends heavily on choice of polynomial.
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Use factorizations to find interesting multiplicative relations.

## What is a "small" $g$ ?

Traditional definition: e.g., $a-b x$ with $1 \leq a \leq 2^{30},|b| \leq 2^{30}$.

Much better definition: e.g.,
$a-b x$ with $1 \leq a \leq 2^{40},|b| \leq 2^{40}$,
$\left|(a-b m)\left(a^{5}+\cdots+f_{0} b^{5}\right)\right| \leq 2^{300}$.
Smaller product of $g$ images, as measured by norm $(a-b m)\left(a^{5}+\cdots+f_{0} b^{5}\right)$,
is more likely to be factored.
Is $a-b x+c x^{2}$ useful? Maybe!
But this talk will focus on $a-b x$.
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Replace $2,3,5,7,11, \ldots$ with slightly larger real numbers $\overline{2}=1.1^{8}, \overline{3}=1.1^{12}, \overline{5}=1.1^{17}, \ldots$ to convert Dirichlet series into power series.

Compute $(\log H) /(\log 1.1)$ coeffs of this power series to see $\approx$ distribution of smooth ideals.

Can adapt method to handle, e.g., $2^{30}$-smooth below $2^{300}$ times one prime in $\left[2^{30}, 2^{40}\right]$.

Can work with series over Z[class group]
to separate ideal classes, but not worthwhile: all classes end up with same distribution.

