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Why not switch to a cipher that avoids these problems?

2005 Schneier: “Pretty much any encryption algorithm is susceptible to timing attacks, so choosing on that regard doesn’t make that much sense.”

But some fast ciphers are not susceptible to timing attacks! Can build fast cipher from xor, add, constant-distance rotation. Examples: TEA, Helix, Salsa20.