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Abstract. This paper reviews, from bottom to top, a polynomial-time
algorithm to correct t errors in classical binary Goppa codes defined by
squarefree degree-t polynomials. The proof is factored through a proof
of a simple Reed—Solomon decoder, and the algorithm is simpler than
Patterson’s algorithm. All algorithm layers are expressed as Sage scripts.
The paper also covers the use of decoding inside the Classic McEliece
cryptosystem, including reliable recognition of valid inputs.

1 Introduction

This paper is aimed at a reader who

e is interested in how ciphertexts are decrypted in the McEliece cryptosystem,
e has arrived at a mysterious-sounding “Goppa decoding” subroutine, and
e wants to understand how this works without taking a coding-theory course.

A busy reader can jump straight to Algorithm 6.2 and Theorem 6.4 for a concise
answer, highlighting the main mathematical objects inside the decoding process.

In more detail: The cryptosystem uses a large family of subspaces of the vector
space F5, namely “classical binary Goppa codes” defined by squarefree degree-t
polynomials. This paper reviews a simple polynomial-time “t-error-correction”
algorithm for these codes: an algorithm that recovers a vector ¢ in a specified
subspace given a vector that agrees with c on at least n—t positions. Components
of the algorithm are introduced in a bottom-up order: Sections 3, 4, 5, and 6
present, respectively, “interpolation”, finding “approximants”, interpolation with
errors (“Reed—Solomon decoding”), and Goppa decoding.

1.1. Hasn’t this been done already? Goppa codes are more than 50 years old.
There are many descriptions of Goppa decoders in the literature. Self-contained
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descriptions appear in, e.g., van Tilborg’s coding-theory textbook [77, Section
4.5, “A decoding algorithm”|, a Preneel-Bosselaers—Govaerts—Vandewalle paper
on a software implementation of the McEliece cryptosystem [67, Section 5.3], a
Ghosh—Verbauwhede paper on a constant-time hardware implementation of the
cryptosystem [42, Algorithm 3|, and the Overbeck—Sendrier survey of code-based
cryptography [61, pages 139-140).

All of these sources—and many more—are describing an algorithm introduced
by Patterson [64, Section V| to correct ¢ errors for binary Goppa codes defined
by squarefree degree-t polynomials. McEliece’s paper introducing the McEliece
cryptosystem [56| had also pointed to Patterson’s algorithm.

However, Patterson’s algorithm isn’t the simplest fast binary-Goppa decoder.
A side issue here is that there are tradeoffs between simplicity and the number
of errors corrected (which in turn influences the required McEliece key size), as
the following variations illustrate:

e Patterson’s paper contained a simpler algorithm to correct [t/2] errors.
e More complicated “list decoding” algorithms, starting with Sudan [74]| and
Guruswami—Sudan [45], correct slightly more than ¢ errors.

But let’s focus on fast algorithms to correct exactly the ¢ errors traditionally used
in the McEliece cryptosystem. The main issue is that, within these algorithms,
Patterson’s algorithm isn’t the simplest.

Goppa had already pointed out in the first paper on Goppa codes [43, Section
4] that a binary Goppa code defined by a squarefree degree-t polynomial g is
also defined by g2. The problem of correcting ¢ errors in the code defined by g2
immediately reduces to the problem of polynomial interpolation with ¢ errors,
i.e., Reed—Solomon decoding. The resulting binary-Goppa decoder is simpler
than Patterson’s.

The benefits of simplicity go beyond general accessibility of the topic: software
for simpler algorithms tends to be easier to optimize, easier to protect against
timing attacks, and easier to test. It isn’t a coincidence that the same simple
structure is used in the state-of-the-art McEliece software from Bernstein—-Chou-—
Schwabe [14], Chou [30], and Chen—Chou [28]. This software eliminates data-
dependent timing and at the same time includes many speedups in subroutines.
Avoiding Patterson’s algorithm also seems likely to help for formal verification
of software correctness, a top challenge for post-quantum cryptography today.

Maybe someday software for Patterson’s algorithm will catch up in these other
features, and maybe it will bring further speedups—or maybe not. Patterson’s
algorithm uses degree t instead of degree 2t for some computations, but it also
includes extra computations, such as inversion modulo g; the literature does
not make clear whether the speedups outweigh the slowdowns. Also, even if
Patterson’s algorithm ends up faster, surely there will be applications where
simplicity is more important. Having only Patterson’s algorithm brings to mind
Knuth’s quote [49, page 268] that “premature optimization is the root of all evil”.

For an audience familiar with coding theory, it suffices to say “the Goppa
code for g is the same as the Goppa code for g2?; now use your favorite Reed—
Solomon decoder as an alternant decoder” (essentially as in [15, Section 5|, which
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also generalizes from Fg to F,). For a broader audience, one can reduce to the
previous sentence by saying “Take the following course on coding theory”. But
it’s more efficient for the audience to take a minicourse focusing on this type of
decoder—and I haven’t found any such minicourse in the literature.

To summarize, this paper is a general-audience introduction to a simple t-error
decoder for binary Goppa codes defined by squarefree degree-t polynomials, with
the proof factored through a proof of a t-error Reed—Solomon decoder.

1.2. Bonus features. This paper systematically presents each algorithm layer
in two forms: a theorem with a full proof (Theorems 3.1, 4.1, 5.4, and 6.4), and
an algorithm statement (Algorithms 3.3, 4.4, 5.3, and 6.2).

Each algorithm layer is presented as a script in the Sage [76] mathematics
system rather than as pseudocode. The scripts use Sage’s built-in support for
fields, matrices, and polynomials. The scripts do not use Sage’s functions for
interpolation (lagrange_polynomial), the Berlekamp—Massey algorithm, etc.

As context, Section 8 explains how the Classic McEliece cryptosystem uses
a Goppa decoder. In this context, it is important to reliably recognize invalid
ciphertexts. Most descriptions of decoders in the literature simply assume that
the input vector has at most t errors, but for cryptography one has to verify the
input vector. This paper includes various efficient characterizations of vectors
having at most ¢ errors (Theorems 5.5, 6.5, and 7.4), and an analysis of safe
options for recognizing valid ciphertexts (Sections 8.3 and 8.4).

Finally, this paper includes extensive pointers to the literature, primarily to
give appropriate credit but also to point the reader to further material explaining
how to turn this algorithm into today’s state-of-the-art software.

1.3. Acknowledgments. Thanks to Tanja Lange and Alex Pellegrini for their
comments.

2 Polynomials

This section reviews the definition of the polynomial ring k[z] over a field k& and
the necessary properties of polynomials.

2.1. Commutative rings. A commutative ring is a set R with elements
0,1 € R, a unary operation — : R — R, and binary operations +,-: RXx R - R
satisfying the identities r + s =s+r;r+ (s+t) = (r+s)+t; r+ (—-r) = 0;
O+r=rir-s=s-rmr-(s-t)y=(r-s)-t;r-(s+t)=r-s)+@r-t);1-r=r.
These identities imply all of the identities satisfied by Z, the set of integers
with its usual 0,1, —, +, -.
Normally r - s is abbreviated rs, and r + (—s) is abbreviated r — s.

2.2. Ring morphisms. A ring morphism from R to S, where R and S
are commutative rings, is a function from R to S preserving 0,1, —, +, : i.e.,
a function ¢ : R — S with ¢(0) = 0, p(1) = 1, p(—r) = —¢(r), (r +s) =
o(r) +¢(s), and @(rs) = o(r)e(s).
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This is the universal-algebra definition of a ring morphism. This is equivalent
to a shorter definition that omits the conditions ¢(0) = 0 and ¢(—r) = —¢(r).
A ring morphism maps every 0,1, —, 4, formula in the inputs to the same

formula in the outputs: e.g., p(r+st) = o(r)+e(s)p(t) and (>, ) = >, ©(r3).

2.3. Multiples. Let R be a commutative ring. The notation uR, for ©v € R,
means the set {ug : ¢ € R}. The notation uR + vR, for u,v € R, means the set
{ug +vr:q,r € R}.

2.4. Units. The notation R* means {u € R: 1 € uR};i.e., u € R* exactly when
some v € R satisfies uv = 1. The elements of R* are called the units of R.

2.5. Fields. One calls R a field if R* = {u € R:u # 0}. In other words, an
element of a field is a unit and if only if it is nonzero.

For example, the set {0,1} with —, +,- defined as arithmetic modulo 2 is a
field, denoted F5. As another example, the set Q of rational numbers with its
usual 0,1, —, +, - is a field.

2.6. Vector spaces. Let k£ be a field. A k-vector space is a set V with an
element 0, a unary operation —, a binary operation +, and, for each o € k, a
unary operation v — «a - v such that v + w =w +v; u+ (v + w) = (u + v) + w;
O+tv=v;v+(-v)=01-v=v;a v+w)=a-v+a w;(af) v=a-(f v);
and (a+B)-v=(a-v)+ (B v) for all u,v,w € V and «, 5 € k.

2.7. The standard n-dimensional vector space. Let n be a nonnegative in-

teger. The set k" = {(vo,v1,...,Un—1) : Vo, V1,...,Un—1 € k} is a k-vector space
under the following operations:
o 0is (0,0,...,0).
o —(Vo,V1,...,Up_1) 18 (—V0, —V1,. .., —Vpn_1).
(] (’Uo,vl, . ,Un_1)+(w0,’w1, . ,wn_l) is (1)0-1—100,?}1 +wi, ..., Vn—1 +wn_1).
e «-(vg,v1,...,0p_1) 18 (awo,avy,...,00,_1).

2.8. Linear maps. Let k£ be a field, and let V,W be k-vector spaces. A k-
linear map from V to W is a function from V to W preserving 0, —, +, -: i.e.,
a function ¢ satisfying ¢(0) = 0, o(—v) = —p(v), p(u +v) = p(u) + ¢(v), and
ola-v) =a-p) for all u,v € V and all « € k.

This is the universal-algebra definition of a k-linear map as a k-vector-space
morphism. This is equivalent to a shorter definition that omits the conditions
©(0) =0 and ¢(—v) = —p(v).

If n,m € Z with n > m > 0 then any k-linear map from k™ to k™ must map
some nonzero input to zero.

2.9. Polynomials. Let k£ be a field. By definition k[z]| is the set of vectors
(fo, f1,-..) with all nonnegative integers as indices, f; € k for each nonnegative
integer ¢, and {7 : f; # 0} finite.

If one drops the requirement that {i: f; # 0} is finite then one obtains the
power-series ring k[[z]], but the reader can safely focus on k[z] for this paper.

2.10. The ring structure of polynomials. The set k[x] is a commutative
ring under the following operations:
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0 is the vector (0,0,...).

1 is the vector (1,0,...).

Negation maps (fo, f1,..-) to (—fo,—f1,---)-

Addition maps (fo, f1,---), (90,91,.-.) to (fo+ go, f1 +g1,---)-
Multiplication (“convolution”) maps (fo, f1, f2, f3,---), (90,91, 92,93,...) to
(fogos fogr + f190, fog2 + f1g1 + f2g0, fogs + f192 + feg1 + f390,---).

2.11. The k-algebra structure of polynomials. The map o — (a,0,0,...)
from k to k[z] is a ring morphism. This map is injective, so one can view k as a

subset of k[x].

2.12. Units of k[z]. The units of k[x] are exactly the elements («,0,0,...)
where a € k™.

2.13. The k-vector structure of polynomials. The set k[z] is a vector space

under the following operations: 0, —, + are as defined above; « - (fo, f1,...), for
a € k, is defined as (afo, af1,...).
This k-vector structure matches the k-algebra structure: (afy, af1,...) is the

same as the product («,0,0,...)(fo, f1,---)-

2.14. Powers of x. The vector (0,1,0,...) € k[z] is abbreviated z. One then
has 2° = (1,0,0,...) =1, 2! = (0,1,0,...), 22 = (0,0,1,...), etc.

Any f = (fo, f1,...) € k[z] equals the finite sum >, . , fiz®. One can also
write f as the infinite sum ), f;z; only finitely many terms here are nonzero.

2.15. Coefficients. If f = (fo, f1,...) € k[z] and ¢ € Z then the coefficient
of z* in f means the entry f; for i > 0, or 0 for i < 0. (The case i < 0 arises in
the proof of Theorem 4.1 if ¢ > deg A.)

One conventionally hides the formal definition of a polynomial as a vector:
rather than constructing a polynomial f as (fo, f1,...) and referring to f; as
the entry at position 7 in f, one constructs f as Y, fiz* and refers to f; as the
coefficient of z% in f.

2.16. Degree. If f = (fo, f1,...) € k[z] then the degree of f, written deg f,
is —oo for f = 0, and otherwise the largest ¢ such that f; # 0.
If f,g € k[z] then deg fg = deg f +deg g and deg(f +¢g) < max{deg f,degg}.

2.17. Monic polynomials. An element f = (fo, f1,...) € k[z] is called monic
it f# 0 and fqeg r = 1; i.e., f # 0 and the coefficient of zdee S in fis 1.

2.18. Evaluation. If f = (fo, f1,...) € k[z] and a € k then the value of f at
o, denoted f(a), is D ;5 fiat, ie., D fi0 fia®. This is an element of k. Beware
the ambiguity of concatenation being used to express both multiplication and
evaluation: (o + 3)f, (a+ ) - f, and f - (a + ) refer to products in k[z|, while
fla+ pB) refers to a value in k.

For each a € k, the map f — f(«a) from k[z] to k is a ring morphism. In
other words, for f,g € k[x] one has f(a) = 0if f =0, f(a) = 11if f =1,
(—F)(@) = —f(a), (f + g)(a) = f(a) + g(a), and (£ - g)(a) = f(a) - g(e).
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2.19. Roots. For f € k[z] and « € k, saying that « is a root of f means that
f(a) = 0. This is equivalent to f = (z—a)q for some g € k[z], i.e., f € (x—a)k[z].

2.20. Vandermonde invertibility. If f # 0 then f has at most deg f roots.
Equivalently: if aq,a9,...,a, € k are distinct, and fo, f1,..., fn_1 € k satisfy
Zi floz; = 0 for all j € {1,2,. .. ,n}, then (f(),fl,.. . ,fnfl) = (0,0, e ,0)

2.21. Transposed Vandermonde invertibility. If a1, ..., a, € k are distinct,
and cq,...,c, € k satisfy the equations Zj cjozé- =0forallie{0,1,...,n—1},
then (c1,...,¢,) =(0,0,...,0).

2.22. Derivatives. If f = (fo, f1, f2, f3,...) € k[z] then the derivative of f
is (f1,2f2,3f3,...). In other words, the derivative of Y, fiz" is > .~ ifiz" L.

If f,g € k[z] then (fg)' = fg’' + f'g, where f',g’,(fg)’ are the derivatives of
f, g, fg respectively; this is the product rule.

One consequence of the product rule is Bernoulli’s rule that if o € k£ and
f(a) =0 then (fg)'(a) = f'(a) - g(c). Bernoulli’s rule is typically described as
a rule for evaluating some “0/0” expressions: if f(a) = 0 and f’(a) # 0 then
the ratio (fg/f)(«) is (fg)'(a)/f'(a). Bernoulli’s rule is often called L’Hopital’s
rule, for reasons explained in [73].

As an example of Bernoulli’s rule, if ay,...,a,, € kand A =[], (z — a;)

then A/(Oéh) = ngjgn,j;éh(ah - Oé])

2.23. Quotients and remainders. If f,g € k[z] and g # 0 then there are
unique ¢, € k[z] such that f = g¢ + r and degr < degg. If r = 0 then the
notation f/g means q.

2.24. Unique factorization. The ring k[z] is a unique-factorization domain.
In particular, if f € k[z] has roots a1,...,a, € k, and a1, ..., «a, are distinct,
then f € (v —a1) - (v — ap) k[x].

2.25. Greatest common divisors. If f,g € k[x] are not both 0 then there
is a unique monic d € k[x] such that dk[z] = fk[x] 4+ gk[z]. This is called the
greatest common divisor of f and g, written ged{f, g}. One has f, g € dk|x]
and k[z] = (f/d)k[z] + (9/d)k[z], so ged{f/d,g/d} = 1.

2.26. Squarefreeness. A nonzero element f € k[z] is called squarefree if
it has the following property: ¢> € fk[z] implies g € fk[z]. Equivalently, f
is not divisible by the square of any irreducible element of k[z]. Equivalently,
ged{f, f'} = 1 where f’ is the derivative of f.

3 Interpolation

This section explains how to recover a polynomial f € k[z] with deg f < n, given
(f(a1),..., f(an)). Here g, ..., a, are distinct elements of k. See Section 5 for
a generalization that handles as many as ¢ errors in the input vector, at the
expense of requiring deg f < n — 2t.

The formula for ¢ in Theorem 3.1 is usually called the “Lagrange interpolation
formula”. However, Waring [78] published the same formula earlier.
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def interpolator(n,k,a,r):
a,r = list(a),list(r)
assert k.is_field()
assert len(a) == n and len(set(a)) == n and len(r) == n
kpoly.<x> = k[]
A = kpoly(prod(x-al[j] for j in range(n)))
Aprime = A.derivative()
return kpoly(sum(((r[i]/Aprime(a[i]l))*(A//(x-a[i]))) for i in range(n)))

Algorithm 3.3. Direct interpolation algorithm to compute ¢ € k[z] with degyp < n

and (¢(a1),...,p(an)) = (r1,...,ry). Inputs: integer n > 0; field k; (a1,...,an) € k"
with distinct entries; (r1,...,7r,) € k™.

Theorem 3.1 (direct interpolation). Let n be a nonnegative integer. Let k

be a field. Let o, ..., a, be distinct elements of k. Let r1,...,r, be elements of
k. Define
r—
=
- o0 —
7 VEL)

Then {f € k[z] : deg f < n,(f(a1),..., f(an)) = (r1,..., 1)} = {p}

Proof. By construction ¢ is a sum of n terms, each term having degree at most
n — 1 (more precisely, degree n — 1 if r; # 0, otherwise degree —oo), and hence
has degree at most n — 1.

Observe that p(an) = >, ri [ 1,4, (an—ay)/(a;—ay). If i # h then ap—a; =0
for j = hso [, ;(an—aj)/(ai—aj) = 0.1fi = hthen [ [, (an—aj) /(i —a;) =
[T zn(an —a;)/(an — ;) = 1. Hence p(ap) = rp, as claimed.

Any f € k[x] with deg f <n and (f(a1),..., f(ayn)) = (r1,...,7,) must have
f = ¢. Otherwise f— is a nonzero polynomial, so it has at most deg(f—¢) < n
roots, but it visibly has the distinct roots aq, ..., a,, contradiction. O

3.2. An interpolation algorithm. Algorithm 3.3 interpolates a polynomial
from its values, using the ¢ formula in Theorem 3.1.

The algorithm starts by computing the polynomial A = [[,(x — a;). This
takes ©(n?) operations in k using schoolbook arithmetic in k[z]. Then, for each
i, the algorithm uses ©(n) operations to compute A/(z—a;) =[], ;(z—0;), and
©(n) operations to compute A'(a;) = [[;_; (e — a;), where A" is the derivative
of A. In total this takes ©(n?) operations.

3.4. More interpolation algorithms. An older interpolation method (due to
Newton), the “divided differences” method, recursively interpolates a polynomial
g € klz] with (g(a2),...,9(an)) = ((re—r1)/(ae —aq),...,(rn—7r1)/(an, — 1)),
and then takes f = r1 4+ (z — a1)g. This method is more complicated than direct
interpolation to express as a concise formula but also costs ©(n?).

There is an extensive literature on algorithms using n'+°(*) operations in k,
not just for interpolation but also for multiplication (multiplying > ., ., fix’

by > g<icn gix"), division, and other basic operations. See generally [6].
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One particularly fast case is interpolating f from its values at every point in
a finite field k, using various types of “fast Fourier transforms”. A difficulty here
is that each of these transforms uses a standard order of points, while a, ..., ay,
are in a secret order inside the McEliece cryptosystem. There are algorithms to
apply a secret permutation without using secret array indices; see generally [10].

4 Approximants

Let A, B be elements of k[z] with deg A > deg B, and consider the rank-2 lattice
k[z] - (A,0) + k[x] - (B,1) inside k[z]?. Readers familiar with integer-coefficient
lattices should note that this is something different, a k[z]|-lattice. The elements
of this lattice have the form a(B,1) — b(A,0) = (aB — bA,a) for polynomials
a,b € k[z]. The vector (aB — bA,a) is a short vector when both aB — bA and a
have low degree.

It’s useful to vary the weights put on the two vector components: let t be a
nonnegative integer, and consider the lattice k[z]- (4, 0) +k[z] - (B, zdee A=2¢=1),
The point of this section is to find, inside this lattice, a minimum-length nonzero
vector (aB — bA, axdes A=2t=1),

(If 2t > deg A then there’s a denominator here. One can manually track
weights of polynomials to avoid ever having to consider denominators; this is how
the theorems below are phrased. One can instead allow denominators, dropping
the requirement of staying inside k[z]2. Alternatively, one can clear denominators
by considering the lattice k[x] - (z?+17d8 44 0) + k[z] - (22+1-4 4B 1) in the
case 2t > deg A. Or one can simply prohibit this case; such large values of ¢
aren’t of interest for the application to decoding.)

Theorem 4.1 says that one can arrange for both aB — bA and ax
to have degree at most deg A — t — 1. This also forces b to have degree below
t. (Otherwise degbA > deg A + t, while degaB = deg B + dega < deg A + t,
so deg(aB — bA) > deg A + t.) One can also take a,b to be coprime; then, by
Theorem 4.2, any lattice vector of degree at most deg A—t—1 must be a multiple
of this particular vector.

Why take a minus sign on b7 Why multiply a by B and b by A, rather
than a by A and b by B? Answer: small aB — bA means that the rational
function b/a is close to B/A. This rational function b/a has small height, meaning
that its numerator and denominator are small. The perspective of small-height
rational approximations has played an important role in the development of fast
algorithms in this area.

deg A—2t—1

Theorem 4.1 (approximants). Let ¢ be a nonnegative integer. Let k be a
field. Let A, B be elements of k[z] with deg A > deg B. Then there exist a,b €
k[x] such that gcd{a,b} =1, dega < t, degb < t, and deg(aB —bA) < deg A —1t.

Proof. Define n = deg A. Consider the following k-linear map from k%! to
k2t: the input is a vector (ag, a1, ...,a;_1,as, by, by, ...,bs_1); the output entries
are the coefficients of z"tt=1 zntt=2 27! in aB — bA, where a = a;x’ +

a2t 4+ -+ ax+ag and b = b2t + - + bz + by. Explicitly, if A =
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Apxz™ + A1z P+ .- and B = B,,_12" ! + --- then the output entries are
aiBp_1 —bi_1Ayn, a;Bp_o+a;_1Bp_1 —bi_1A,_1 — bi_2A,, etc.

The input dimension 2t 4+ 1 exceeds the output dimension 2t¢, so there is
a nonzero input that maps to zero. The corresponding polynomials a,b have
(a,b) # (0,0), dega < t, degb < t, and deg(aB — bA) < n —t. Finally, to ensure
that ged{a,b} = 1, replace (a,b) with (a/gcd{a,b},b/gcd{a,b}); this subtracts
deg ged{a,b} > 0 from dega, degb, and deg(aB — bA). O

Theorem 4.2 (the best-approximation property of approximants). Let
t be a nonnegative integer. Let k be a field. Let A, B, a, b, ¢, d be elements of k|x]
such that ged{a,b} = 1, dega < t, deg(aB — bA) < deg A — t, degc < t, and
deg(cB — dA) < deg A — t. Then (c,d) = (Aa, Ab) for some \ € k|x].

Equivalently (in the case ¢ # 0), if dega < t, if degc < t, deg(B/A —b/a) <
—t — dega, and deg(B/A — d/c) < —t — degc, then d/c must equal b/a. To
approximate B/A more closely than the fraction b/a constructed in Theorem 4.1,
one must take larger-degree denominators.

One way to describe the proof is as follows: if the lattice mentioned above
has two independent vectors (aB — bA, axd84=2t=1) (cB — dA, cxde4=2t=1) of
degree at most deg A — ¢t — 1, then the lattice determinant has degree at most
2deg A — 2t — 2; but, by inspection, the lattice determinant is AzdeeA=2t=1 of
degree 2deg A — 2t — 1. Combining linear dependence with ged{a,b} = 1 forces
(c,d) = (Aa, \b).

Proof. c¢(aB — bA) — a(cB — dA) = (ad — c¢b)A. The left side has degree smaller
than deg A, so ad — ¢b = 0. In particular, ¢b € ak[z]; but ged{a,b} = 1, so
¢ € ak[z], and similarly d € bk[z]. Write A for ¢/a if a # 0, or for d/b if b # 0; in
both cases (¢,d) = (aX, b)) as claimed. 0

4.3. An approximant algorithm. Algorithm 4.4 computes a,b from ¢, k, A, B.
This algorithm works in the same way as the proof of Theorem 4.1, constructing
coefficients of a,b as solutions to an explicit system of 2t equations in 2t 4+ 1
variables. Straightforward matrix algorithms use O(¢3) operations in k, typically
O(t3) operations.

4.5. More approximant algorithms. One can construct a, b via an extended-
ged computation. Straightforward extended-ged algorithms use O(#?) operations,
typically ©(t?) operations.

More sophisticated extended-ged algorithms use t'T°(1) operations. See 6,
Section 21|. Applying a sequence of 2t “divsteps”, taking n = 2¢ in |16, Theorems
A.1 and A.2], uses t'T°(1) operations with the “jump” algorithms in [16] while
avoiding the timing variability of polynomial division.

4.6. Approximants as ratios. With the following definition, the conclusion of
Theorem 4.1 is that there is an approximant to B/A at degree ¢. This definition
would also slightly compress the statement of Theorem 4.2 and the statements
of some theorems later in this paper. For the benefit of a reader looking at
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def approximant(t,k,A,B):
assert t >= 0 and A.base_ring() == k and B.base_ring() ==
kpoly,n = A.parent(),A.degree()
assert n > B.degree()
M=[ [ Blt+n-1-i-j] for i in range(t+1)]
+ [-Alt+n-1-i-j] for i in range(t) ] for j in range(2+t)]
M = matrix(k,2*t,2xt+1,M)
ab = list(M.right_kernel().gens() [0])
a,b = kpoly(ab[:t+1]) ,kpoly(ab[t+1:])
d = gcd(a,b)
return a//d,b//d

Algorithm 4.4. Linear-algebra algorithm to compute a,b € k[z] with gcd{a,b} = 1,
dega < t, degb < t, and deg(aB — bA) < deg A — t. Inputs: integer ¢ > 0; field k;
A € k[x]; B € k[x] with deg A > deg B. Note that [...]+[...] in Sage is concatenation
of lists.

just one theorem, this paper avoids using this definition in theorem statements,
but readers exploring the literature may find this definition useful. Analogous
comments apply to, e.g., Definition 5.8 below.

Definition 4.7. Let k be a field. Let A, B be elements of k((z™1)) with A # 0.
Let t be a nonnegative integer. If (a,b) € klz| x k[x| satisfy ged{a,b} = 1,
dega < t, and deg(aB —bA) < deg A —t then b/a is an approximant to B/A
at degree t.

For simplicity the theorems in this section were stated specifically for A, B €
k[x], but the concepts and proofs do not require this. This paper does not define
k((z~1)), but instead notes that k((z~1)) contains the field k(x) of rational
functions in z, and that k(x) in turn contains the polynomial ring k[z], so readers
not familiar with k((z~1)) can substitute k[z] for k((z~!)) in the definition.

The condition deg(aB — bA) < deg A —t is equivalent to deg(B/A —b/a) <
—t —deg a; this is why it is safe to describe the input as B/A rather than (A, B).
As for the output, knowing the ratio b/a and knowing gcd{a,b} = 1 does not
exactly determine the pair (a, b), but the only ambiguity is that one can replace
(a,b) by (Aa, Ab) for A € k*; this replacement does not affect the conditions on
dega, degb, and deg(aB — bA).

4.8. History. Euclid’s subtractive algorithm [36, Book VII, Propositions 1-2;
translation: “the less of the numbers AB, C'D being continually subtracted from
the greater”| recognizes coprime integers, and, more generally, computes the ged
of two integers.

What is typically called Euclid’s algorithm—see |50, Section 4.5.2, text before
Algorithm E| for an argument that this must be what Euclid had in mind—is
a variant that iterates (A4, B) — (B, A mod B). This is much faster than the
original algorithm when |A/B] is large. This version also has a polynomial
analogue: Stevin [71, page 241 of original, page 123 of cited PDF| computed
polynomial ged by iterating (A, B) — (B, A mod B).
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According to |22, page 3|, an extended-gcd algorithm computing solutions
to aB — bA = 1, for coprime integers A, B, is due to Aryabhata around the
6th century, and the forward recurrence relation for coefficients in the extended
algorithm—in other words, numerators and denominators of convergents to a
continued fraction—is due to Bhascara in the 12th century.

Lagrange [53| used convergents to continued fractions of rational functions
as small-height approximations to power series. Kronecker [51, pages 118-119
of cited PDF| gave both the continued-fraction construction and (“in directer
Weise”) the linear-algebra construction. Consequently, it seems reasonable to
credit Theorem 4.1 to Lagrange, but the short proof to Kronecker. Small-height
approximations to power series are often miscredited to [62] under the name
“Padé approximants”.

An earlier paper of Lagrange [52, pages 723-728 of cited URL| had described,
in the integer case, an algorithm for basis reduction for rank-2 lattices—in the
context of simplifying quadratic forms, rather than as a perspective on extended-
ged computations. Lagrange reduction is often miscredited to [41] under the
name “Gauss reduction”.

In coding theory, finding an approximant is called “solving the key equation”;
the “key equation” is, by definition, the congruence d—aB € Ak[x] where dega <
t and degd < deg A — t. Decoding algorithms are typically factored through
this concept, and often the proofs are factored through continued-fraction facts;
when the continued-fraction machinery is stripped away, those facts boil down
to Theorem 4.2. For the more complicated setting of list-decoding algorithms,
short vectors in arbitrary-rank lattices often appear as an abstraction layer; see,
e.g., [21], [7], 321, [8], and [9].

5 Interpolation with errors

This section explains how to recover a polynomial f € k[z] with deg f < n — 2t,
given a vector that matches (f(a1),..., f(ay)) on at least n — ¢ positions. Here
aq, ..., a, are distinct elements of k. The special case t = 0 of this problem was
handled in Section 3, and is used as a subroutine for handling the general case.

5.1. Hamming weight. If e € k", where n is a nonnegative integer, then
“wt e” means #{i € {1,2,...,n} : e; # 0}, the number of nonzero positions in e.
A vector r € k™ matches ¢ = (f(aq), ..., f(ay)) on at least n—t positions if and
only if wt(r —¢) <t, ie., wt(ry — f(a1),...,rn — flan)) <t

5.2. An interpolation-with-errors algorithm. Algorithm 5.3 recovers f
given (n,t, k,«a,r), where r is a vector with wt(ry — f(a1),...,7 — f(an)) < t.
The algorithm has three steps:

e Interpolate the input vector into a polynomial B € k[z] with deg B < n, as
in Theorem 3.1.

e Compute an approximant b/a to B/A at degree t as in Theorem 4.1, where
A= Hl (:Ij' — Oéi).

e Compute f = B — bA/a. Theorem 5.4 says that this works.
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from interpolator import interpolator
from approximant import approximant

def interpolator_with_errors(n,t,k,alpha,r):
alpha,r = list(alpha),list(r)
assert k.is_field()
assert len(alpha) == n and len(set(alpha)) == n and len(r) == n
B = interpolator(n,k,alpha,r)
kpoly = B.parent()
A = kpoly(prod(kpoly([-alphal[j]l,1]) for j in range(n)))
a,b = approximant (t,k,A,B)
if a.divides(A):
if a*B-b*A == 0 or (a*B-bx*A).degree() < n-2xt+a.degree():
return B-bxA//a

Algorithm 5.3. Algorithm to compute the unique f € k[x] with deg f < n — 2t for
which (f(a1),..., f(an)) matches r on at least n — ¢t positions, or None if no such f
exists. Inputs: integer n > 0; integer ¢t > 0; field k; (au,...,an) € k™ with distinct
entries; r € k™.

The algorithm returns None for invalid input vectors, recognized as follows: f
exists if and only if A € ak[z] (which is equivalent to #{j : a(a;;) = 0} = dega)
and deg(aB — bA) < n — 2t + deg a. See Theorem 5.5.

Beware that Sage’s degree function is not the same as the conventional degree
function for polynomials: on input 0, it returns —1 rather than —oo. This is why
Algorithm 5.3 includes a separate test for aB — bA = 0.

Theorem 5.4 (interpolation with errors). Let n,t be nonnegative integers.
Let k be a field. Let a1, . .., a, be distinct elements of k. Define A = [[,(z — o).
Let B,a,b, f be elements of kx| with gcd{a,b} =1, dega < t, deg(aB — bA) <
n—t, and deg f < n—2t. Definee = (B(a1)— f(a1), ..., B(an)— f(an,)). Assume
wte < t. Then A € ak[z]; f = B — bA/a; deg(aB — bA) < n — 2t + dega; and
{i:e; #0} ={i:a(a;) =0}.

Proof. Define B =[], . _o(z — a;) and ¢ = [[;... (¥ — @;). Then Ec= A.

If e, = 0 then B(«a;) = f(ay) so B — f € (x — «;)k[z]. This implies B — f €
Ek[z], since aq, ..., a, are distinct.

Define d = (B — f)/FE € k[z|. Then dA = (B — f)c so ¢cB — dA = c¢f. Note
that degc = wte < t; also deg f < n — 2t so deg(cB — dA) <n —t.

The conditions of Theorem 4.2 are satisfied: A, B,a,b,c,d are elements of
k[x] with gcd{a,b} = 1, dega < t, deg(aB — bA) < deg A — t, degc < t, and
deg(cB — dA) < deg A — t.

Hence (¢,d) = (Aa, Ab) for some \ € k[x] by Theorem 4.2. By construction
c#0,s0a # 0. Also A € ck[z] C ak[x]. Consequently B — f = dA/c=bA/a, so
f=B—0bA/a and deg(aB — bA) = degaf < n — 2t + dega.

To see that e; # 0 exactly when a(a;) = 0: A(a;) = 0 so if a(a;) = 0 then, by
the Bernoulli rule, (A/a)(a;) = A’(a;)/a’(e;) # 0 where a’, A’ are the derivatives
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of a, A respectively; also b(«;) # 0 since ged{a,b} = 1,s0 ¢; = (B — f)(ay) =
(bA/a)(a;) # 0. If a(ay;) # 0 then e; = (bA/a)(a;) = 0 since A(a;) = 0. O

Theorem 5.5 (checking interpolation with errors). Let n,t be nonnegative
integers. Let k be a field. Let aq,...,«a, be distinct elements of k. Define
A =]1I,(x—«;). Let B, a, b be elements of k|x] such that gcd{a,b} =1, dega < t,
A € ak[z], and deg(aB—bA) < n—2t+dega. Define f = B—bA/a. Then f € k|x];
deg f <n —2t; and wt(B(ay) — f(aq), ..., B(an) — f(an)) < t.

The condition deg(aB — bA) < n — 2t + dega here cannot be weakened to
deg(aB — bA) < n—t. Consider, e.g., n = 3; t = 1; any field k£ with #k > 3; any
distinct ag, 0,3 € k; A= (x — a1)(z — az)(z —a3); B=xz;a=1; and b= 0.
Then deg(aB — bA) = degx = 1 = n — 2t + dega. The values of B on oy, as, as
are «, o, ag respectively, and there is no polynomial f with deg f < 1 that
matches more than one of those values.

Proof. By assumption A € ak[z], and a # 0 since A # 0, s0 f = B—bA/a € k[x].
Also deg f = deg(aB — bA) — dega < n — 2t.

If B(a;) — f(ay) # 0 then (bA/a)(«;) # 0, so (A/a)(a;) # 0, but A(a;) = 0,
so a(a;) = 0. The number of roots of a is at most dega < ¢, and oy, ..., q, are
distinct, so wt(B(a1) — f(aq), ..., Blay) — f(ay)) < t. 0

5.6. More algorithms: varying the pair (A, B). If A = [[,(z — «;) and
B =73".(ri/A(0a;))A/(x — a;), where A’ is the derivative of A, then

B i ri 1 o 1 i
A7 2 T —a) 2 Wa) Grie)-ZaeTatg

s>0 7

One can vary the choice of (A, B) while preserving the ratio B/A: e.g., one can
take A=land B =) gz~ °" '3, riaf/ [1;4i(ej — ;). Formally, this requires
defining k((x~1)); but the terms in B/A after x=2' do not matter for decoding,
so one can take A = 22! and B = D 0<s<at Qi riafp?t=sl) [1 il — ).
These variations preserve the set of (a,b) € k[x] x k[z] such that gcd{a, b} =1,
dega < t, and deg(aB — bA) < deg A —t. If deg f < n — 2t and wte < ¢ with
e=(r1— flaa),...,rn — f(ay)) then {i: e; # 0} = {i: a(a;) = 0} for any such
(a,b). If one assumes that Fy C k and that e € F5 then knowing {i : e; # 0} is
enough information to reconstruct e and thereby f. To instead handle arbitrary
e € k™, one can use any of these variants of (A, B) to compute (a,b), and then
return to the original (A, B) to apply the formula f = B—bA/a in Theorem 5.4.

5.7. Reed—Solomon codes. The set of vectors (f(aq),..., f(ay)) is called
a Reed—Solomon code; see Definition 5.8. This is a subspace of the k-vector
space k™. Each vector is called a codeword. With this terminology, Theorem 5.4
recovers a Reed—Solomon codeword from a vector that matches the codeword on
at least n — t positions. One can similarly define Goppa codes in Section 6.
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Definition 5.8. Let n,t be nonnegative integers. Let k be a field. Let aq, . .., ay,
be distinct elements of k. Then {(f(ca1),..., f(an)): f € k[z],deg f < n — 2t}
is the Reed—Solomon code over k of dimension n — 2t with support

(al, oo e an).

5.9. History. Reed—Solomon [68| suggested encoding a polynomial f € k[z]
with deg f < n—2t as (f(a1),..., f(ay)) for distinct aq, ..., @y, so as to be able
to recover f even if ¢t vector entries are corrupted. The point is that the code
C={(flan),...,flaw)): f € k[z],deg f < n — 2t} has “minimum distance” at
least 2t + 1 (every nonzero ¢ € C has wtc > 2t + 1), so the map (e, f) —
e+ (flar),..., f(an)) from {(e, f) € k" x k[z] : wte < t,deg f < n — 2t} to k"
is injective. This raises the question of how efficiently one can decode <t errors
in C, i.e., recover (e, f) from e+ (f(a1),..., f(an)).

Assume n > 2t. Prange’s “information-set decoding” [66] interpolates f from
n — 2t values at selected positions in the input vector, checks the remaining
values of f to deduce e, and, if e has the wrong weight, tries another selection of
n — 2t positions. This takes polynomial time if ¢ is close enough to 0 or n/2, but
is much slower in general. Reed and Solomon did not have the idea of checking
the weight of e: they had instead suggested trying many selections of n — 2t
positions to find the most popular choice of f, and relying on an upper bound
for how often any particular incorrect choice could appear.

Forney [38, Chapter 4| (see also [39]) introduced a polynomial-time decoding
algorithm for Reed—Solomon codes. Forney’s algorithm simplified and extended
an algorithm by Gorenstein and Zierler [44], which handled the special case
{aq,...,a,} = k*. The latter algorithm extended an algorithm by Peterson [65],
which handled the following special case: Fo C k, each f(o;)isin Fo, and e € Fy.

The Peterson—Gorenstein—Zierler-Forney algorithm is bottlenecked by matrix
operations that, when carried out in a simple way, use n+t°(1) operations in k,
assuming n € t'7°(). The exponent for generic matrix operations was later
reduced below 3 (starting with exponent log, 7 for matrix multiplication by
Strassen [72], along with the same exponent for solving linear equations under
various nonsingularity constraints), but it turns out that one can obtain much
better decoding speeds using the structure of these particular matrices.

Berlekamp [5] introduced a decoding algorithm using just n2to(1) operations
instead of n3t°(1) operations; the main work inside the algorithm is polynomial
arithmetic rather than matrix arithmetic. Massey [55] streamlined Berlekamp’s
algorithm and factored the algorithm into two layers, where the top layer is a
decoder and the bottom layer is a subroutine for “shift register synthesis”. The
subroutine is called the Berlekamp-Massey algorithm.

Sugiyama-Kasahara-Hirasawa-Namekawa [75] built an n?t°(1) algorithm for
Reed—Solomon decoding on top of an extended-gcd computation. Algorithms
using just n'+°(M) operations were already known for ged (see [6, Section 21.6] for
history) and for all other necessary subroutines; these algorithms were applied
to Reed—Solomon decoding by Justesen [48] and independently Sarwate [69],
reducing the costs of decoding to n'*to().
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It turned out that Berlekamp decoders and Sugiyama-Kasahara—Hirasawa—
Namekawa decoders are equivalent: Mills [57]| pointed out that “shift register
synthesis” is the same as the problem of finding approximants, the problem
of finding (a,b) in Theorem 4.1. See also [79] for how the result after each
polynomial division inside an extended-gcd computation appears inside in the
Berlekamp—Massey algorithm; [34] for an extended-ged explanation of all further
quantities inside the Berlekamp—Massey algorithm; and [16, Appendix C]| for
a reformulation in terms of “divsteps”. In a nutshell, the polynomials in the
Berlekamp—Massey algorithm are polynomials in an extended-gcd computation
but with coefficients in reverse order.

This does not mean that all Reed—Solomon decoders are the same. See, for
example, Section 5.6 regarding different choices of (A, B); the choice of (A, B)
in Theorem 5.4 was published by Shiozaki [70, Section III| and later Gao [40].
For the problem of computing (a, b) in Theorem 4.1, algorithms in the literature
have costs ranging from n37°(M) down through n't°(M. A “systematic” Reed-
Solomon code represents a polynomial f of degree below n — 2t as the values
(f(a1),-.., f(an_2t)) € k"2 rather than as the coefficients of f; one needs to
look closely at algorithms to see which representation allows faster decoding,
although obviously the gap cannot be larger than the cost of converting between
representations, i.e., the cost of evaluation and (error-free) interpolation. Finally,
there are list-decoding algorithms that can handle more than ¢ errors.

6 Binary-Goppa decoding

The title problem of this paper and of this section, binary-Goppa decoding, is
to recover e, c € Fy from e + ¢, assuming wte <t and ) . ¢;A/(x — ;) € gklx].
Here a4, ..., a, are distinct elements of a finite field k£ containing F5; A means
[L;(z — a;); and g is a squarefree degree-t element of k[z] with ged{g, A} = 1,
i.e., with g(a1),. .., g(ay) all nonzero. This section presents an algorithm to solve
this problem.

6.1. An algorithm to decode binary Goppa codes. Algorithm 6.2 allows
any r € k™ as an input vector, and returns the unique e € Fi with wte < ¢ such
that Y. (1 —e;)A/(x — ;) € gk[z], or None if no such e exists. The algorithm
has three steps:

e Interpolate a polynomial B satisfying B(«a;) = r;A'(o;)/g(c;)?. Here A’ is
the derivative of A, so A'(a;) = [[;.;(a; — ).
e Compute an approximant b/a to B/A at degree t as in Theorem 4.1.

e Compute {i:e; =1} as {i : a(ay;) = 0}. Theorem 6.4 says that this works.

The algorithm recognizes the None case using tests stated in Theorem 6.5: e exists
exactly when A € ak[z], g?°b — a’ € ak[z], and deg(aB — bA) < n — 2t + dega.
Here @’ is the derivative of a. The test gb—a’ € ak[x] can be skipped for inputs
r € F§; see Section 7.
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from interpolator import interpolator
from approximant import approximant

def goppa_errors(n,t,k,alpha,g,r):
alpha,r = list(alpha),list(r)

assert k.is_field() and k.characteristic() == 2
assert g.base_ring() == k and g.degree() == t and g.is_squarefree()
assert len(alpha) == n and len(set(alpha)) == n and len(r) == n

kpoly = g.parent()
A = kpoly(prod(kpoly([-alphal[j]l,1]) for j in range(n)))
Aprime = A.derivative()
rtwist [r[i]*Aprime(alphal[i])/g(alphal[il)~2 for i in range(n)]
B = interpolator(n,k,alpha,rtwist)
a,b = approximant(t,k,A,B)
aprime = a.derivative()
if a.divides(A):
if a.divides(g~2#b-aprime):
if a*B-b*A == 0 or (a*B-b*A).degree() < n-2xt+a.degree():
return [k(a(alphal[jl) == 0) for j in range(n)]

Algorithm 6.2. Algorithm to compute the unique e € F3 with ) (ri—e;)A/(x—a;) €
gklz] and wte < t, or None if no such e exists. Here A = [[.(z — i) € k[z]. Inputs:
integer n > 0; integer ¢t > 0; field k containing Fo; (a1,...,an) € k™ with distinct
entries; squarefree g € k[z] with deg g = ¢ and each g(a;) nonzero; r € k™.

Theorem 6.3 (Goppa squaring). Let n be a nonnegative integer. Let k be
a finite field with ¥ C k. Let «aq,...,q, be distinct elements of k. Define
A = [],(x — a;). Let g be a squarefree element of klx] such that gcd{g, A} =
1. Let ¢ be an element of F5. Then ) .c;A/(x — o) € gkl[z] if and only if

S, eid/(x — ;) € g?klal.

Goppa proved Theorem 6.3 in [43, Section 4]. The same proof works for all
perfect fields of characteristic 2, not just finite fields.

Proof. Write Z = [[;..,—o(z — ;) and C = [];
hypothesis ged{g, A} =1, so ged{g, Z} = 1.
The derivative C’' of C'is } ;.. _, C/(x—«a;). Hence Y, c;A/(z — ;) € gk[x] if
and only if ZC" € gk[x];i.e.,if and only if C" € gk[z]. Similarly, Y. ¢;A/(x—a;) €
g*k[x] if and only if C" € g?k[z]. It thus suffices to show that C’ € gk[z] if and
only if C" € g*klx].
Assume that C” € gk[z]. Write C as C,x’. By assumption k is a finite

(x — ;). Then A= ZC. By

:Cizl

field containing Fs, so C' = Zj 02j+1.f172j; also, Cy;41 has a square root 021361
in k, so C' = S? where S = > C’;;ilxj. Thus S? € gk[x], implying S € gk[z]
since g is squarefree, implying C’ € g?k[x].

Conversely, if C’ € g?k[z] then certainly C’ € gk[z]. O

Theorem 6.4 (Goppa decoding). Let n,t be nonnegative integers. Let k be
a finite field with ¥y C k. Let aq,...,a, be distinct elements of k. Define
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A =T1[;,(x — ;). Let g be a squarefree element of k[z] such that degg =t and
ged{g, A} = 1. Let B, a,b be elements of k[x] with gcd{a,b} =1, dega < t, and
deg(aB —bA) <n—t. Let A’,a’ be the derivatives of A, a respectively. Let e be
an element of ¥ such that wte <t and

Z (%ff)%) - ez‘) . :4&. € gk[z].

. (2
7

Then e; = [a(oy;) = 0] for all i; wte = dega; A € ak[z]; g°b — d' € ak|z]; and
deg(aB — bA) < n — 2t + dega.

The notation [a(a;) = 0] means 1 if a(a;) = 0, else 0.

Proof. Write ¢; = (¢°B)(ci)/A’(o;)—e;. By assumption Y, ¢;A/(z—a;) € gkl[z],
so Y. c;A/(z — ;) € g*k[z] by Theorem 6.3. Write f = (3, c;A/(z — i)/ 9>
Then f € k[x] and deg f < n — 2t, since deg A = n and deg g = t.

Notice that (¢%f)(c;)/A'(c;) = ¢;. Indeed,

o A
S A () ]] ;”' _O;Jj =Y alfw—an=3a " =4

() YE) % VED) %

so c;A'(a;) = (g% f)(a;) by Theorem 3.1.

Now (g?°B — g% f) (i) /A (ai;) = e;, 50 (B — f)(i) = e; A’ (a;) /g(c;)?, which is
nonzero exactly when e; # 0, so wt((B — f)(a1),...,(B — f)(ay)) = wte < t.

By Theorem 5.4, A € ak[z]; f = B—bA/a; deg(aB—bA) < n—2t+dega; and
{i: (B—f)(a)#0}={i:a(a;) =0}. Hence {i:e; # 0} = {i : a(a;;) = 0}. By
assumption e; € Fa, so e; # 0 exactly when e; = 1, s0 ¢; = [a(ay;) = 0]. Also, wte
equals the number of roots of a among oy, . .., a,, namely dega since A € ak|x].

Finally, say a(a;) = 0. Then a/(a;) # 0 and, by Bernoulli’s rule, (4/a)(a;) =
Al(a;)/a’(a), so

g(@i)2(B — f)(a;) _ g(ai)2(bA/a)(ai) _ g(ai)zb(ai)
A(a) A (o) a(a;)

1:62':

so (g%b — a’)(a;) = 0. Hence ¢g?b — a’ € ak|[z]. O

Theorem 6.5 (checking Goppa decoding). Let n,t be nonnegative integers.
Let k be a finite field with Fo C k. Let aq,...,«, be distinct elements of k.
Define A = [[,(x — ;). Let g be an element of k[x] such that degg = t and
ged{g, A} = 1. Let B,a,b be elements of k[x] with ged{a,b} = 1, dega < t,
A € ak[z], deg(aB — bA) < n — 2t + dega, and g?b — a’ € ak|x], where a’ is the
derivative of a. Define e € ¥ by e; = [a(«;) = 0]. Then wt e = dega and

2 (% N ei) . :4%. € g*k[z]

%

where A’ is the derivative of A.
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One can replace g2 in this theorem by any polynomial of degree 2¢ with no
roots among ajq, ..., q,, but the extra generality is not useful for this paper.

Proof. First a # 0 since 0 # A € ak[z]. Define f = B —bA/a. Then f € k[z]
and deg f = deg(aB — bA) — dega < n — 2t; also deg g = t, so deg g>f < n.
Observe that e; = (g?bA/a)(a;) /A (o) = (9B — ¢> f) () /A (;):

o Ifa(a;) = 0then a/(a;) # 0and (A/a)(a;)/A (o) = 1/a’(c;). Also g?b—a’ €
ak[x] so (g%b)(a;) = a’ (). Multiply: (¢2bA/a)(c;)/A () = 1 = e;.
o If a(a;) # 0 then (g?bA/a)(;)/A (a;) = 0 = e; since A(a;) = 0.

Hence
(¢°B)(e:) N\ A (7)) A
Z ( A(ay) Z) T — ZZ: Allay) = — oy

=> @*Ne) [] j__o(; = 9*f € g*k[z]
i j#i J v

by Theorem 3.1.
To see wt e = deg a: Since A splits into linear factors of the form = — «;, the
same is true for a, so #{i:e; = 1} = #{i : a(a;) = 0} = dega. O

6.6. Goppa decoders via Reed—Solomon decoders. Fix 3y,...,8, € k¥,
and consider the problem of recovering f € k[z] with deg f < n—2t given a vector
that agrees with (51 f(a1),...,Bnf(w)) on at least n —t positions. Dividing §;
out of the jth position immediately reduces this to the problem considered in
Section 5.

The main point of the proof of Theorem 6.4 is that the vectors ¢ € k™ satisfying
Yo cGA/(x — «;) € gk[z] are exactly the vectors (81 f(ai1),...,0nf(cm)) where
B; = g(a;)?/A (). Any Reed—Solomon decoder can thus be used as a Goppa
decoder.

Algorithm 6.2 starts from this approach but streamlines the computation of
e, taking advantage of the assumption e € F5. The critical information coming
from the Reed—Solomon decoder is the “error-locator polynomial” a, which is a
nonzero constant multiple of [[; . ,(z — a;). Knowing the positions of nonzero
entries in e immediately reveals e, since each entry of e is either 0 or 1.

Without the assumption e € F5, one can compute each e; in the Reed—
Solomon context as (bA/a)(«a;), which is b(a;)A'(e;)/a' () when a(o;) = 0.
In the binary-Goppa context one multiplies by 3; = g(a;)?/A’(c;) to obtain
e; = g(a;)?b(a;)/a’(c;;) when a(a;) = 0. Streamlining this to e; = 1 might
not seem helpful in Algorithm 6.2, since the algorithm checks g?b — a’ € ak[z]
anyway, and the obvious way to do this is to check g(c;)*b(c;) = a'(a;); but
Section 7 shows that this check can simply be skipped when the input vector is
in Fy.
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7 A closer look at binary Goppa codes

The main point of this section is that if the input vector is assumed to be in
F5, not merely in k™, then the test ¢g?b — a’ € ak[z] can be removed from
Algorithm 6.2.

7.1. Overview of the logic. Theorem 7.2 rewrites ) . c;A/(x — o) € gk[z]
as the following system of linear equations: ) . ¢;/g(a;) =0, >, cia;/g(a;) = 0,
and so on through ", ¢;al ™" /g(a;) = 0. Ths theorem is from Goppa [43, Section
3], and is used inside the standard method of computing McEliece keys.

Theorem 7.3 uses this system of linear equations to show that any solution
c € k™ with at least n — ¢ entries in Fo must have all entries in F5. I wouldn’t
be surprised if this is already in the literature, but I don’t know a reference.

In the context of decoding, skipping the test g?b — a’ € ak[z] means that one
finds ¢ € k™ given any e + ¢ € k™ with wte < t. If one adds the requirement
that the input e 4 ¢ is in F§ then the resulting ¢ must have at least n — ¢ entries
in Fo, so it is in FY, so e € Fy as desired. Theorem 7.4 spells out the precise
conditions.

Theorem 7.2 (Goppa parity checks). Let n,t be nonnegative integers. Let
k be a field. Let a1, ..., oy, be distinct elements of k. Define A = [[,(x — ).
Let g be an element of k[z| such that degg =t and gcd{g, A} = 1. Let ¢ be an
element of k™. Then ), c;A/(x — «;) € gk[z] if and only if ), c;af /g(a;) = 0
for all nonnegative integers s < t.

Proof. Define B = ) .(¢;/g(cw))A/(x — ;) and C' = ). c;A/(x — a;). Then
B(a;) = ;A («)/g(e;) and C(ay;) = ¢;A'(«;) by Theorem 3.1, so C(ay;) —
g(a;)B(a;) =0, so C — gB € Ak[x] since aq, ..., a, are distinct.

By hypothesis degg = ¢. If degB < n —t then deggB < n = degA so
C = gB € gk[z]. Conversely, if C' € gk[x] then (C/g— B)g = C — gB € Aklz] so
C/g—B € Ak|x] since gcd{g, A} = 1; but deg(C/g—B) < deg A,s0 C/g—B =0,
so deg B = deg(C/g) <n—degg=mn—t.

Define Q = >, (¢;/g())at A/ (x — ozi). Then

x—oz Z

One has deg Q < n, so deg B < n—t if and only if deg(z'B — Q) < n, i.e., if and
only if Y-, (ci/g(i)) D gcser 1% = 0, ie.,if and only if ), (cl/g(al))a =0
for all s with 0 < s < t. Hence C € gk:[ | if and only if > . ¢;af /g(a;) = 0 for all
s with 0 <s < ¢t O

tlss
5 2 @7l

0< <t

If the formal structure of this paper allowed k((x~!)) then one could replace
the last paragraph of the proof with the following: deg B < n — t if and only if
deg(B/A) < —t, i.e., ifand only if ), c;af /g(a;) = 0 for all nonnegative integers
s <t,since B/A=>_x7°" 1% . c;ai/g(;) as in Section 5.6. The proof given
above replaces B/A with the approximation (2! B—Q)/z' A so as to work entirely
with polynomials.
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Theorem 7.3 (Goppa alignment). Let n,t be nonnegative integers. Let k
be a finite field with F5 C k. Let a,...,«, be distinct elements of k. Define
A =TI,(x — ;). Let g be a squarefree element of k[x] such that degg =t and
ged{g, A} = 1. Let ¢ be an element of k™ such that ), c;A/(x — oy) € gk[x]. If
#{i:c; € Fo} >n —t then c € Fy.

Proof. Write d; = ¢? — ¢;. Saying ¢; € Fy is the same as saying d; = 0.

Write I = {i : d; # 0}. By hypothesis d; = 0 for at least n — ¢ values of i, i.e.,
#1 < t. The objective is to show that d; = 0 for all ¢, i.e., that I = {}.

By Theorem 7.2, ). c;af /g(c;) =0 for 0 < s < t.

Also Y, ¢;A/(x — ;) € g?k[x] by Theorem 6.3. Substitute (g2, 2t) for (g,?)
in Theorem 7.2 to see that >, c;af/g(a;)* = 0 for 0 < s < 2t.

One has 2 = 0 in k since k contains Fa, so (v+w)? = v? 4+ 2vw+w? = v? +w?
for all v, w € k: in short, squaring maps sums to sums. Squaring is also injective:
if v2 = w? then (v +w)? = V¥ +w? = 202 = 0sov+w = 0sov = w.
Consequently o?,. .., a2 are distinct.

For each s with 0 < s < t, square the equation ), c;o /g(;) = 0 to obtain
Sciai® fg(a;)? = 0. Also Y, ¢;a?®/g(a;)? = 0 since 0 < 2s < 2t. Subtract to
obtain Y, d;a?®/g(;)? =0, ie., >, o  diad® [g(a;)? = 0.

The first #1 of these equations, the equations with s < #I, now imply
d;/g(a;)? = 0 for each i € I by transposed Vandermonde invertibility, since
the quantities a? for i € I are distinct. Hence d; = 0 for each i € I, but d; # 0
for i € I, so #1 = 0 as claimed. O

A slightly different proof takes I to be any set of size at most ¢ containing all 7
for which d; # 0. This still reaches the conclusion that d; = 0 for each ¢ € I. One
also has d; = 0 for each i ¢ I by definition of I, so d; = 0 for all ¢ as claimed.

Theorem 7.4 (checking Goppa decoding for received words in F3). Let
n,t be nonnegative integers. Let k be a finite field with Fo C k. Let aq, ..., ay
be distinct elements of k. Define A = [[,(z — a;). Let g be a squarefree element
of k[x] such that deg g = t and ged{g, A} = 1. Let B, a, b be elements of k[x] with
ged{a,b} =1, dega <t, A € ak[z], and deg(aB — bA) < n — 2t + dega. Assume
that g(c;)?B(a;)/A'(oi;) € Fo for all i. Define e € Fy by e; = |a(a;) = 0]. Then
wte = dega and

2 (% N ei) . :4%. € g°k[z]

i
where A’ is the derivative of A.

Compared to Theorem 6.5, this adds the condition that g(c;)?B(c;)/A () €
F,, but removes the condition that ¢?b — a’ € ak[x].

Proof. First a # 0 since 0 # A € ak|z]. Define f = B — bA/a. Then f € k[z]
and deg f = deg(aB — bA) — dega < n — 2t; also degg = t, so deg g>f < n.
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Define ¢ € k™ by ¢; = (9% f)(c;)/A'(c;). Then

DLTEE NUICH) | R

r — Q4

by Theorem 3.1.

Define r; = (¢°B)(a;)/A’ (o). If a(a;) # 0 then (A/a)(o;) = 0 so B(a;) =
f(a;) so r; = ¢;. There are at most dega < ¢ indices i for which a(a;) = 0, so
#{i:r; =c¢;} > n—t. By hypothesis r; € Fg, so #{i: ¢; € Fo} > n —t. Hence
¢ € F§ by Theorem 7.3.

Now the difference r; — ¢; is in Fy for each i. If e; = 0 then a(a;) # 0 so
again 7; = ¢;. If e; = 1 then a(a;) = 0, so 7, — ¢; = (¢°B — ¢ f)(ou) /A" (o) =
(g%b)(cvi)/a’ (i) # 0 since ged{a,b} = 1, so r; — ¢; = 1. In all cases r; — ¢; = e;.
Finally Y. (ri—e;)A/(z—a;) = >, c;A/(z—a;) € g*k[z], and (as in Theorem 6.4)
wte = #{i : a(a;) = 0} = dega since A € ak|x]. 0

8 McEliece decryption

The reader is presumed to be interested specifically in Classic McEliece [12],
although without much work one can also cover other versions of the McEliece
cryptosystem.

8.1. Ciphertexts. In this cryptosystem, a secret vector e € Fy with wte = ¢ is
encoded as a shorter ciphertext H(e) € F5'*. This function H : Fy — FJ* has
three critical properties:

e Linear: The function is Fs-linear. This allows the function to be concisely
communicated as a matrix, the public key.

e Goppa: Each ¢ € F} has H(c) =0 if and only if ), c;A/(z — ;) € gklx].
Here k is a field with #k = 2™, and «aq,...,qa,,g are as in Section 6, as
usual with A =[], (z — «;).

e Systematic: The composition H o : FJ"" — F5" is the identity map,
where ¢ is the injection F5"* — F4 that simply appends n — mt zeros to the
input. In other words, the first mt x mt block of the matrix is an identity
matrix. Obviously the identity matrix can then be omitted from the public
key, saving some space; less obviously, this reduces the cost of optimized
decoding from n?t°() to plte(),

For each k, aq, ..., ay, g there is at most one H satisfying these properties. One
can construct this H, if it exists, by converting > . c;A/(x — a;) € gk[z] into a
system of Fy-linear equations (a “parity-check matrix”) using Theorem 7.2, and
then row-reducing the equations to obtain systematic form. Conjecturally, this
succeeds about 30% of the time. In case of failure, the traditional response is to
try again with a new (a1, ..., a,,g); Chou’s “semi-systematic form” options (see
[13]) instead apply a limited permutation to (a1, ..., ay); [3] had instead applied
an arbitrary permutation to (aq,...,ay,). See [13] for step-by-step algorithms.
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8.2. Decryption. Decryption of a ciphertext H(e) works as follows. Define
c = (H(e)) —e € Fy. One has H(«(H(e))) = H(e) by the systematic-form
property of H, so H(c) = 0 by linearity. One then has ) . c;A/(x — a;) € gk[z]
by the Goppa property of H. Recovering e from H(e) is thus a simple matter of
appending n —mt zeros to obtain ((H (e)) = e+ ¢, and then recovering e, ¢ € FY
from e + ¢ as explained in Section 6. This recovery uses aq, ..., a,, g, which are
secrets known to the party that generated the public key.

8.3. Rigidity. The cryptosystem includes defenses against chosen-ciphertext
attacks. These defenses require, among other things, recognizing invalid input
vectors. An input vector o € F5'" is by definition valid exactly when it is in
{H(e) : e € Fy,wte = t}.

One way to handle this is as follows:

e Feed o through any decoding algorithm that works for valid inputs. More
precisely, apply some function D : F3" — F} with the following property:
all e € F}y with wte =t have D(H (e)) = e.

e In all cases, whatever the output e € F3 is, check that wt e = ¢. If this fails,
the input vector is invalid.

e “Reencrypt” to double-check validity of o: compute H(e) and check whether
H(e) = o. If this fails, the input vector is invalid.

Handling the matrix for H in the last step incurs similar costs to encryption.
Consider, e.g., [63] saying that this “necessitates the inclusion of the public key
as part of the private key and increases the running time of decapsulation”,
although to save space one could instead take time to “regenerate the public key
from the private key when needed”.

A more efficient approach, already noted in [12, Section 2.5] and used in the
software accompanying [12], checks whether H (e) = o “without using quadratic
space”, and in particular without storing or recomputing the matrix for H. The
point is that the following properties are equivalent:

o= H(e);

H(.(0)) = H(e), by the systematic-form property of H;
H(c) =0 for ¢ = 1(0) — e, by linearity;

> CiA/(x — a;) € gk[z], by the Goppa property of H.

This last condition, checking that ¢ = ¢(0) — e is a codeword, no longer involves
H: it is simply some extra polynomial arithmetic, the same type of arithmetic
that is being carried out anyway.

A third approach is to inspect the details of decoding, relying not just on
Theorem 6.4 to decode valid inputs but also Theorem 6.5 to identify invalid
inputs. Specifically, after interpolating B with B(a;)g(a;)?/A’ () = 1(0); and
finding an approximant b/a to B/A at degree t, one checks

e that dega = t (this also forces deg(aB — bA) < n — 2t + dega, since an
approximant by definition has deg(aB — bA) < n — t);
e that A € ak[z] (i.e., that a has exactly ¢t roots among aq, ..., q,); and
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e that bg? — a’ € ak[x] (i.e., that bg®> — a’ vanishes on each of the roots of a).

If all of these checks succeed then wte = ¢ and H(e) = o where e; = [a(a;) = 0].
Otherwise o is invalid.

It is not clear that the condition bg? — a’ € ak[z] is more efficient to evaluate
than the condition ), ¢;A/(x — ;) € gk[z]. See generally the discussion of fast
“syndrome” computation in [14].

A fourth approach is to interpolate, find an approximant b/a, check that
dega = t, and check that A € ak[z], skipping the check that bg? — a’ € ak[z].
This relies on Theorem 7.4 and the fact that «(o) € F5.

8.4. Robust system design. There are several reasons to recommend the
second approach, the approach taken in Classic McEliece, even if it is not quite
as efficient as the fourth approach.

What happens if there’s a mistake in the extra logic leading to Theorem 7.4,
or in the handling of invalid inputs in the software implementing a decoding
algorithm? Software is normally tested on many valid inputs; this doesn’t provide
any assurance that snvalid inputs are correctly recognized.

A separate reencryption step, whether expressed as testing H(e) = o or more
efficiently as testing that ¢ = ¢(0) — e is a codeword, splits the decryption task
into two simpler tasks. The task of decoding is to correctly handle valid inputs.
The task of reencryption is to reject invalid inputs. Reencryption is redundant
if the decoder also rejects invalid inputs, but having the separate reencryption
step means that the requirements on the decoder are reduced.

As an illustration of the value of reencryption, consider the efficient chosen-
ciphertext attack from Chou [31]| breaking both specified versions (namely [3]
and [4]) of “NTS-KEM?”, a McEliece variant that skipped reencryption.

Recall that Berlekamp—Massey polynomials are extended-ged polynomials but
with coefficients in reverse order. Reversing polynomials loses information if one
does not attach extra information (a “formal degree”’) to each polynomial: for
example, both 3 + z + 422 and 3z + 22 4 422 have the same reversal, namely
4+ + 3x%. The NTS-KEM decoding algorithms are shown in [31] to sometimes
find a polynomial ax of degree ¢t when they should instead find a polynomial a
of degree t — 1. This often leaks information if the attacker modifies a ciphertext
H(e) in a way that correponds to flipping one bit of e.

As further illustrations of how the decoding details matter, [31] identifies
bugs (deviations from the specification) in the decoding algorithms in each of
the four official NTS-KEM implementations (ref, opt, sse2, avx2); these bugs
stop the attack from working against one implementation (ref), although the
attack works against the other three implementations.

Reencrypting the incorrect weight-t error vector obtained from ax would have
detected the mismatch with ¢ and would have stopped this attack. A different
way to stop this attack would be to require computer verification of proofs that

e decoding algorithms decode correctly, including cases of weight below ¢, and
e decoding software correctly implements those algorithms.
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Reencryption has the advantage of being easier. Verification has the advantage
of also ensuring that valid ciphertexts are handled correctly.

8.5. History. McEliece’s original cryptosystem [56] had a different ciphertext
shape: the secret message being sent was encoded as some ¢ with H(c) =0 (i.e.,
some Goppa codeword), and then transmitted as e+c for a secret e with wt e = t.
Niederreiter [58] introduced the idea of sending just H(e) as a ciphertext, with
e as the message. In both [56| and [58], the decoder handled matrices of similar
size to the public key.

McEliece started with a generator matrix for the Goppa code, meaning a
matrix with row space {c € Fy : Y. ¢;A/(z — ;) € gk[z]}. McEliece said that
this matrix “could be in canonical, for example row-reduced echelon, form”. Row-
reduced echelon form is easily compressed into less space than a random matrix,
especially if one requires row-reduced echelon form specifically with no skipped
columns, i.e., systematic form.

But McEliece didn’t use this canonical matrix as the public key: McEliece
used a random generator matrix. McEliece also randomly permuted the output
positions; this is equivalent to randomly permuting (a, ..., ay,).

Eventually it was understood that, after permuting (aq,...,a,), one can
safely use a canonical generator matrix (or, equivalently, a canonical parity-
check matrix), such as a systematic matrix. Canteaut and Chabaud [25, page
4, note 1| said that “most of the bits of the plain-text would be revealed” by a
systematic generator matrix but that using a random generator matrix “has no
cryptographic function”. Canteaut and Sendrier [26, pages 188-189] said that
the Niederreiter variant “allows a public key in systematic form at no cost for
security whereas this would reveal a part of the plaintext in McEliece system”.
As noted by Overbeck and Sendrier [61, page 98|, the partial-plaintext problem
is eliminated by various McEliece variants designed for security against chosen-
ciphertext attacks: in these variants, the plaintext looks completely random, and
the attacker is faced with the problem of finding all of the bits of the plaintext.

The fact that one can decrypt using n't°(") time and space, including an
optimized version of a reencryption step to check H(e) = o, appeared in [12].
This relies on systematic form

e to reduce decryption of o to decoding of ¢(o); and, symmetrically,
e to reduce testing H(e) = o to testing that «(c) — e is a codeword.

The first reduction had already appeared in the McEliece context in [14, Section
6], which in turn says that the choice of (o) as a decoder input was recommended
to the authors by Sendrier.
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A Random tests

Beware of bugs in the above code; I have only proved it correct,
not tried it. —Knuth [35, page 11 in cited PDF]|

Figures A.1, A.2, A.3, and A.4 are Sage scripts to test Algorithms 3.3, 4.4,
5.3, and 6.2 respectively on random inputs.

A.5. Test-development principles. The primary design objective of random
tests is, for any given amount of CPU time spent on testing, to minimize the
chance that bugs will avoid the tests. The obvious baseline is to ensure that tests
catch every known bug in the subroutine being tested. Beyond this, one can try
to proactively catch further bugs, extrapolating from what is known about the
processes by which people make mistakes.

Bug patterns are a central topic in the literature on software engineering.
There is far less attention to bugs in the literature on algorithms. If one is trying
to test, for example, an extended-gcd algorithm, then how does one evaluate
whether tests reach the baseline of catching every known extended-gcd bug,
never mind proactively catching further bugs?

Occasionally a bug will be highlighted because it has been shown to have
security consequences. For example, Section 8.4 described an exploitable bug
pointed out by Chou [31] in the Goppa decoder from [3| and [4]. As another
example, Ormandy [60] discovered that some inputs would cause an extended-
ged algorithm in a Microsoft cryptography library to enter an infinite loop;
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from interpolator import interpolator

for q in range(100):
q = 2Z(q)
if not q.is_prime_power(): continue
print('interp %d' % q)
sys.stdout.flush()
k = GF(q)
for loop in range(100):
n = randrange(q+1)

a = list(k)
shuffle(a)
a = al:n]

r = [k.random_element() for j in range(n)]

phi = interpolator(n,k,a,r)

assert phi.degree() < n

assert all(phi(aj) == rj for aj,rj in zip(a,r))
kpoly = phi.parent()

assert phi == kpoly.lagrange_polynomial(zip(a,r))

Fig. A.1. Random tests for Algorithm 3.3.

this meant that an attacker could trivially cause a server to stop responding,
something that [80] called a “Windows 10 zero-day security bomb”.

However, this information is generally not indexed by algorithm. Furthermore,
the baseline goal is to catch every known bug—mnot merely the bugs already
shown to have security consequences. From an engineering perspective, one would
expect much more serious efforts to track what has previously gone wrong.

Comer’s introduction [33] to the differences between two computer-science
cultures, namely the mathematical culture and the engineering culture, lists
algorithms solely within the mathematical culture. Certainly most algorithm
papers are like most mathematics papers in viewing proofs as the primary goal.
A typical algorithm paper includes a proof that an algorithm works; the paper
is expected to avoid reminding readers that proofs are often wrong, and, in
particular, is expected to avoid taking any steps other than a proof to address
the risk that the algorithm is wrong. This position is defensible for the occasional
computer-verified proofs, but most proofs in the literature are not computer-
verified, and the systematic lack of attention to bugs makes test development
unnecessarily difficult.

A.6. General shape of these tests. The element 0 € k plays a special role in
linear algebra, the definition of polynomials, etc. The tests here try small fields
k so that 0 will often appear at various positions in the computation. Hopefully
this means that any mishandling of 0 will be triggered by the tests.

Half of the tests of Reed—Solomon decoding in Figure A.3 are tests aimed at
checking correct behavior on decodable inputs. These tests use input vectors r
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from approximant import approximant

for q in range(100):
q = 2Z(q)
if not q.is_prime_power(): continue
print ('approximant %d' % q)
sys.stdout.flush()
k = GF(q)
kpoly.<x> = k[]
for loop in range(100):
Adeg = randrange(100)
A = kpoly([k.random_element() for j in range(Adeg)]+[1])
if Adeg == O:
B = kpoly(0)
else:
Bdeg = randrange(Adeg)
B = kpoly([k.random_element() for j in range(Bdeg+1)])
# note that B could actually have lower degree
t = randrange (Adeg+3)
a,b = approximant(t,k,A,B)
assert gcd(a,b) == 1
assert a.degree() <=t
assert b.degree() < t
assert a != 0
assert a*B-bxA == 0 or (a*B-b*A).degree() < A.degree()-t

Fig. A.2. Random tests for Algorithm 4.4.

generated as e+c where ¢ = (f(ay),..., f(a,)) and e has weight at most ¢ (often
chosen to be below t). These tests check whether the decoder finds f.

The other half of the decoding tests are aimed at checking correct behavior
on non-decodable inputs. These tests use uniform random input vectors r. If
the decoder finds some f then the tests check that wt(r — ¢) < ¢ where ¢ =
(f(a1),..., f(ay)). If the decoder returns None, there is no check whether the
decoder should actually have found some f; a bug here should be caught more
efficiently by the first type of test.

Figure A.4 has an analogous split between testing decodable inputs and testing
non-decodable inputs for Goppa decoding. There is no similar split in Figures A.1
and A.2, since those algorithms handle all inputs successfully.

For Figures A.1, A.3, and A.4, n is chosen randomly between 0 and g¢; for
Figure A.2, deg A is chosen randomly between 0 and 99. Similarly, ¢ is chosen
randomly in Figures A.2, A.3, and A.4; in each case, the range of ¢ covered by
the tests is slightly beyond the range of ¢ useful for applications.

A.7. How the tests catch various bugs. The bug in the Goppa decoder from
[3] and [4] is triggered when the correct error vector e has weight ¢ — 1 and has
e, = 0 where a, = 0. Figure A.4 is intended to catch this: the tests generate
uniform random sequences (ayq, ..., a,) of distinct field elements, and often use
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from rs import interpolator_with_errors

for q in range(100):
q = 2Z(q)
if not q.is_prime_power(): continue
print ('interpolator_with_errors %d' % q)
sys.stdout.flush()
k = GF(q)
kpoly.<x> = k[]
for loop in range(100):
n = randrange(q+1)
t = randrange(3+n//2)
a = list(k)
shuffle(a)
a = al:n]
for known in True,False:
if known:
f = kpoly([k.random_element() for j in range(n-2*t)])
r = list(map(f,a))
e = [k.random_element() for j in range(t)]+[0]*(n-t)
shuffle(e)
assert len([ej for ej in e if ej != 0]) <=t
for j in range(n): r[j] += el[j]
else:

f = 'unknown' # cut off data flow from previous iteration
r = [k.random_element() for j in range(n)]
f2 = interpolator_with_errors(n,t,k,a,r)
if £f2 == None:
assert not known
else:
assert f2 == 0 or f2.degree() < n-2xt
if known: assert f2 ==
assert len([j for j in range(n) if f2(aljl) !'= r[jl]) <=t

Fig. A.3. Random tests for Algorithm 5.3.

weight t — 1 for the error vector e; often o, will be 0 for some z, and often e,
will also be 0.

I tried modifying Algorithm 6.2 to imitate what [31] described; Figure A.4
immediately caught the bug. One could directly test the algorithms from [3]
and [4] by translating the algorithms from pseudocode to real code. One could
directly test the software accompanying [3| and [4] by extracting the Goppa-
decoding portions of that software and providing a shim layer to support the
goppa_errors interface.

The extended-ged bug in Microsoft’s cryptography library was that a modular-
inversion algorithm continued to loop until finding gecd 1—which would always
happen for inputs with modular inverses, but the attacker could provide a non-
invertible input, triggering an infinite loop. In the decoding context, an extended-
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from goppa import goppa_errors

for m in range(1,10):
q=2"m
print ('goppa_errors %d' % q)
sys.stdout.flush()
k = GF(q)
kpoly.<x> = k[]
for loop in range(100):
while True:
n = randrange(q+1)
t = randrange(3+n//m)
if t > n: t=n

a = list(k)
shuffle(a)
a = al:n]

g = kpoly([k.random_element() for j in range(t)]+[1])
if g.is_squarefree():
if all(g(aj) !'= 0 for aj in a):
break

assert g.degree() ==

A = kpoly(prod(x-aj for aj in a))
Aprime = A.derivative()

for aj in a: assert Aprime(aj) != 0

for known in True,False:
if known:
f = kpoly([k.random_element() for j in range(n-2+*t)])
r = [(£xg~2) (aj)/Aprime(aj) for aj in al
if randrange(2):
e = [1]*t+[0]*(n-t)
else:
actualweight = randrange(t+1)
e = [1]*actualweight+[0]*(n-actualweight)

shuffle(e)
assert len([ej for ej in e if ej !=0]) <=t
for j in range(n): r[j] += el[j]
else:
e = 'unknown' # cut off data flow from previous iteration

r = [k.random_element() for j in range(n)]
e2 = goppa_errors(n,t,k,a,g,r)
if e2 == None:
assert not known
else:
assert len(e2) == n
if known: assert e2 ==
assert len([ej for ej in e2 if ej !=0]) <=t
assert g.divides(sum((r[i]l-e2[i])*A//(x-al[il) for i in range(n)))

Fig. A.4. Random tests for Algorithm 6.2.
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gcd computation is the normal way to compute approximants, and one can
imagine someone

e starting with an extended-gcd algorithm that computes all remainders,

e augmenting the algorithm to record (a,b) for the first remainder aB — bA of
degree below deg A — t, and

e not optimizing away the pointless computation of subsequent remainders,

so there could still be an infinite-loop bug. In these tests, because k is small,
some input positions will often be 0, forcing ged{A, B} # 1, so if there is an
infinite loop for that case then the tests will trigger it.

Another easy bug to imagine in Reed—Solomon decoders and Goppa decoders
is testing deg(aB — bA) against n — t rather than n — 2t 4+ dega, although this
does not matter in an application that requires dega = t. I checked that eight
runs of Figure A.3 consistently caught this bug; each run already caught the bug
with #k = 2. I also checked that eight runs of Figure A.4 consistently caught
this bug; here the eight runs caught the bug with #k = 8, #k = 16, #k = 4,
#k =8, #k = 8, #k = 4, #k = 32, #k = 4 respectively. The variation in #k
here suggests running more repetitions of the tests for reliability, or adding tests
specifically for this case.
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