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Abstract

In this document we describe Counter Mode (CM) and its security properties, reviewing
relevant cryptographic attacks and system security aspects. This mode is well understood and
can be implemented securely. However, we show that attacks using precomputation can be
used to lower the security level of AES-128 CM below the recommended strength for ciphers
if the initial counter value is predictable. For this reason, AES-128 CM counter values should
contain a 64-bit unpredictable field. We describe how this can be easily done, and make other
implementation recommendations.

1 Counter Mode

In Counter Mode (CM), a block cipher is used as a keystream generator, and the keystream is
bitwise exclusive-ored into the plaintext to produce the ciphertext. Symbolically,

ci = pi ⊕ si (1)

where ci, pi, and si denote the ith ciphertext bit, plaintext bit, and keystream bit, respectively. CM
keystream is generated by applying the block cipher to a set of distinct input blocks, as illustrated
in Figure 1. Trailing keystream bits not needed for encryption are discarded. In the decryption
process, the keystream is exclusive-ored into the ciphertext to give the plaintext. Successive input
blocks are generated by a next-counter function, which can be a simple operation such as an integer
increment modulo 2w, where w is a convenient register width. The details of the next-counter
function are unimportant; that function does not provide any security properties other than the
uniqueness of the inputs to the block cipher1. These details could be important if the block cipher
is a legacy cipher (e.g. DES), but they are not important when considering ciphers like AES [1]
that are believed to be secure.

1This is good engineering practice, since the design of a next-counter function that would ensure security even
when the block cipher itself was insecure would be difficult at best. In contrast, if the block cipher is secure, counter
mode is secure regardless of the details of the next-counter function.
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Figure 1: A schematic illustration of keystream generation using counter mode.

CM has significant implementation advantages that are well described elsewhere [7]. We do not
discuss these advantages in order to concentrate on security issues. In the following, we first review
several system-security properties: malleability, key uniqueness, counter uniqueness, the multiple-
sender case, and random IV considerations. We then discuss cryptographic security, including
relevant security proofs, precomputation attacks, and means of defending against those attacks.
Finally, we conclude with recommendations.

2 System Security

There are some aspects of CM that can affect the security of systems that use it. These aspects
are not unique to CM; they apply to all additive ciphers, including RC4 [11] and SEAL [12].

2.1 Malleability

Counter mode is malleable: the ciphertext can be manipulated so that it decrypts to any message
of an attacker’s choosing, whenever the attacker knows the plaintext. This property is easy to see
from Equation 1; to flip a bit of the decrypted plaintext, flip the corresponding bit of the ciphertext.
Because of this property, CM should be used in conjunction with a message authentication code.

2.2 Unintentional Key Reuse

For each particular CM key, CM generates a particular keystream. Thus, the use of the same CM
key value two distinct times will result in the use of the same keystream to encrypt two distinct
plaintexts. Since such a ‘two-time pad’ situation reveals information about the plaintexts2, it is

2The NSA’s VENONA project [6] provides a dramatic and historically important illustration of the exploitation
of a two-time pad.

2



imperative that unintentional re-use of the cryptographic keys be avoided. For this reason, it is
desirable that CM be used with an automated key management system.

2.3 Counter Uniqueness

Using a counter more than once with the same key will cause CM to generate two identical keystream
segments, resulting in a two-time pad situation. For this reason, it is imperative that a CM
implementation ensure the uniqueness of the counter values. A conservative system should include
counter generation within the core cryptographic module.

2.4 Multiple Senders

If CM is used in a system in which multiple senders are performing encryption with the same key,
then it is imperative that the system ensure that all counter values used with that key are unique,
across all senders. A simple way to accomplish this is to include a sender identifier field in the
counter. Unique sender identifier values can be established by the key management system.

However, having multiple senders with a single key can be a false economy. Most cryptographic
systems require anti-replay protection, and that protection requires a per-sender data context. In
addition, a system with multiple senders using the same key must coordinate the key usage limit
(Section 3) across those senders.

2.5 Initialization Vector

Counter mode as described above (and as conventionally implemented) does not use a random
initialization vector (IV). In contrast, the commonly-used CBC mode is conventionally implemented
with a random IV, and thus does not have the unique counter requirement described above. The
avoidance of a random IV is in some cases a security advantage for CM. Systems for which the
generation of a per-packet random IV is onerous often use pseudorandom methods, sometimes
leading to failures of the cipher3. By not requiring a random per-packet input, CM avoids this
potential failing.

3 Security Proofs

The security of CM has been proven by Bellare et. al. [3], using the assumption that the block
cipher is indistinguishable from a random permutation (as is conventional in the analysis of block
cipher modes of operation). Their analysis shows that the security of CM can be better than that

3An example of this is the notorious chosen-plaintext weakness of CBC when the last ciphertext block of one
packet is used as the IV of the next packet.
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of CBC. It provides an upper bound on the number of keystream blocks that can be generated
using a single CM key, and provides us with confidence to use CM up to that limit.

The standard definition of confidentiality in theoretical cryptography is that of indistinguishabity
from random: a cipher is considered secure against an adversary if that adversary cannot distin-
guish its ciphertext from the output of a truly random source. The capability of the adversary to
distinguish the cipher from random is captured in the definition of advantage, which is the difference
of the adversary’s true positive probability and false positive probability4.

To apply the analysis of Bellare et. al. to AES CM, we need to tie together several results. The
counter mode cipher in that paper (the XOR and CTR methods of Theorems 11 and 13) assumes
that the encryption function is a pseudorandom function (PRF), not a pseudorandom permutation
(PRP) like AES5. To apply that analysis to a PRP, it’s necessary to apply Proposition 8 from that
paper:

Adv[PRF](t, q) ≤ Adv[PRP](t, q) + q22−l−1. (2)

Here q is the number of known plaintext blocks, t is the time used in the attack, l is the bit-length
of the cipher block, and the advantage when distinguishing mechanism X from random is denoted
as Adv[X]. Plugging in the block width l = 128 for AES and the value ε = Adv[PRF] and assuming
that Adv[PRP](t, q) = 0 (that is, AES can’t be distinguished from a PRP), we get

q =
√

ε · 264.5 (3)

In words, as long as we don’t generate more than q ' 264 keystream blocks, then the adversary’s
advantage is limited to ε.

It is easy to see where the upper bound on the number of keystream blocks comes from. A true
random source would likely produce two identical blocks after generating a total of 264 blocks, while
AES CM will not. Thus the cipher can be distinguished from randomness after about 264 blocks
have been output. The fact that there are no better distinguishing attacks as long as this bound is
respected is shown in [3].

4 Precomputation Attacks

Two important attacks that can be effective against CM and other additive ciphers are the key
collision (KC) attack [4] and Hellman’s time-memory tradeoff (TMTO) attack [2]. These attacks
are shortcuts over exhaustive key search that trade a storage requirement off against decreased
computational effort. They can be used against any cipher, even ones that are not statistically
defective6.

4A true positive is the case in which the adversary correctly identifies a cipher, and a false positive is the case in
which the adversary believes that a random source is the cipher.

5A permutation is an invertible function, i.e. a block cipher. In contrast, a random function of 128 bits to 128
will not be invertible, and will have outputs for which there are many inputs.

6There are some other generic attacks on stream ciphers that are potentially applicable to counter mode but are
not relevant to current proposals, including Babbage’s time-memory tradeoff attack [9] and the extension of that
attack by Biryukov and Shamir [10].
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Attack AES-128 CM AES-128 CM
no counter entropy 64-bit counter entropy

TMTO 85 128
KC 128− lg M 128
Exhaustive Search 128 128

Table 1: AES-128 CM effective key sizes against various attacks, where M session keys are being
attacked (and M < 264).

In these attacks, the adversary computes a large database prior to attacking any secret keys,
then uses this database during the attack stage, potentially attacking many different secret keys.
The work of precomputing the database is amortized over many different attacks. An important
property of these methods, when applied against an additive cipher, is that they do not require
any knowledge of the plaintext during the precomputation stage. In fact, these attacks can be
used even when there is uncertainty in the plaintext during the attack stage, using techniques from
error-correcting codes [8]. The usefulness of the TMTO is demonstrated by the fact that its use
was crucial in the recent subversion of the A5/1 cipher [5].

Precomputation attacks are useful for attacking a system in which many keys will be used. Cryp-
tographic systems (such as those based on SSL and IPsec) typically use many traffic-encryption
keys. In many cases, a system should be considered subverted if even a small fraction of the traffic-
encryption keys are found by an adversary. These cases provide fruitful ground for precomputation
attacks.

The effectiveness of the KC attack depends on the number of secret keys which are attacked. An
additive cipher with an n-bit key has an effective key size of n− lg M against the KC attack when
it is used to attack M secret keys. The TMTO has an effective key size of 2n/3. Thus the AES-128
CM cipher with a predictable counter has an effective key size of 128− lg M bits and 85 bits against
the KC and TMTO attacks, respectively.

The 1996 ad-hoc report on minimal key lengths [13] recommended 75-bit keys. Adding 9 bits
to accommodate for Moore’s law in the intervening six years, the recommended current strength
for ciphers is 88 bits. The AES-128 CM cipher with a predictable counter has effective key sizes
against precomputation attacks that is lower than this value. Thus AES CM designs should consider
protections against these attacks, in order to ensure that they provide adequate security, especially
into the future.

The fact that the TMTO and KC attacks reduce the effective key size of AES CM below the size
of the AES key may seem paradoxical in light of the security proof cited above. This apparent
paradox is due to the fact that an adversary who can distinguish AES CM from a random source
using the TMTO or KC attack can also distinguish AES itself from a random permutation.
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4.1 Defense Against Precomputation Attacks

A cipher can protect itself against precomputation attacks in several ways. The CBC encryption
mode conventionally uses a random IV to serve this purpose. The dependency of the ciphertext on
the IV cause the attacker to assume a particular value of the IV during the precomputation stage;
the unpredictability of the IV then reduces the probability that the precomputation will be useful.
Ciphers which rely on a random IV are sometimes said to perform randomized encryption. If there
are u bits of unpredictable input into the encryption in addition to the key, then the effective key
sizes against the TMTO and KC attacks is increased by u.

Another defense for CM is to have the initial counter value be unpredictable. Adding u bits of
unpredictable state to the counter adds u bits to the effective key size. An easy way to accomplish
this is to have a field in the counter set to a random value. Since no more than 264 distinct AES
outputs can be used, 64 bits suffice to index the counter values. This leaves 64 bits which can be set
to a random value. AES-128 CM with a 64-bit unpredictable counter provides 128 bits of strength
against precomputation attacks, as long as 264 or fewer keys are attacked. This level of protection
is likely to be sufficient the near term.

An easy way to implement CM using an unpredictable component in the initial counter is to consider
the field containing the unpredictable data as part of the CM key. In this way, the existing methods
for the generation and dissemination of keys using automated key management methods (such as
IKE and the TLS key establishment protocol) can be used straightforwardly. Given the fact that
CM is recommended to be used in conjunction with an automated key management system (Section
2.2), this solution is a natural one.

Another way to protect against precomputation attacks is to use a predictable but uniformly
distributed component in the initial counter. This method is analogous to the use of a public ‘salt’
value to protect system password files against dictionary attacks. By including some per-sender or
per-session data in the initial counter, attacks which amortize their computation across multiple
senders or multiple sessions can be thwarted.

Yet another way to protect CM against precomputation attacks is to use a larger key. However,
AES implementations need not include support for the larger AES key sizes. For this reason, and
for compactness of implementation, it is undesirable to require the implementation of larger key
sizes. An implementation which uses AES-128 CBC would ideally be able to re-use its AES-128
implementation in a counter mode cipher with equivalent security. In addition, larger AES key
sizes require more computation than does AES with a 128-bit key.

5 Conclusions

Counter mode has been well-analyzed by the theoretical cryptography community and security
practitioners. Its systems security implications are different than those of CBC mode, but are not
problematic. Implementors can leverage experience with other additive ciphers (such as RC4 and
SEAL) when adding CM to cryptographic systems. We suggest that CM be used in conjunction
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with a message authentication code, that it be used with automated key management, and that
the counter value by maintained within the cryptographic module implementing CM.

Precomputation attacks are a realistic threat. Adding a 64-bit unpredictable value to the initial
counter provides a reasonable level of protection against these attacks, consistent with recommended
cipher strengths. This unpredictable value should be considered part of the CM key, for the purposes
of key management.
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